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Slovo Gvodem

11. letni Skola aplikované informatiky navazala na pfedchozi letni $koly aplikované (environmentalni)
informatiky v Bedfichoveé, které se zde konaji od roku 2002 s vyjimkou roku 2004, kdy se letni $kola
konala v Subifové a roku 2005, kdy byla hlavni akci Masarykovy univerzity (MU) v oblasti
environmentélni informatiky na 19. mezinarodni konferenci Informatics for Environmental Protection
- Envirolnfo 2005 s nosnym tématem Networking environmental information a kterou hostila
Masarykova univerzita ve dnech 7. az 9. zaii 2005 v brnénském hotelu Voronéz. V letech 2006 az
2013 se letni Skoly konaly opét v Bedfichové v penzionu U Alext (nyni pension Artis).

V letodnim roce 11. letni Skola aplikované informatiky se konala ve dnech 12. az 14. zati 2014 opét
v Bediichové v penzionu Artis. Uroven 11. letni $koly pozvedla skute¢nost, Ze se ji z(dastnili a méli
prednasky zahrani¢ni profesofi prof. Ralf Denzer, president Environmental Informatics Group (EIG),
z Hochschule fur Technik und Wirtschaft des Saarlandes, v Saarbruckenu, Némecko, prof. Melius
Widenman z Cape Peninsula University of Technology z Kapského mésta v Jizni Africe a dr. Bruno
Rossi, hostujici profesor na Fakulté informatiky Masarykovy university. V§emi pfednaskami 11. letni
Skoly prolinala skute¢nost, Ze aplikace modernich informa¢nich a komunika¢nich technologii pro
Zivotni prostiedi (potazmo environmentalni informatiky) jak v Ceské republice (CR), tak i
mezinarodné v Evropské unii (EU) a ve svété se zamétuje na podporu eEnvironmentu, Jednotného
informac¢niho prostoru pro Zivotniho prostiedi (SISE — Single Information Space in Environment for
Europe) a Sdileného informaéniho systému pro Zivotni prostiedi (SEIS — Shared Environmental
Information System), které podporuji napliiovani nové politiky v budovani informacni spolecnosti EU
a CR, které prinesla ,,Digital Agenda for Europe™ v ramci vize nové Evropské komise ,,eEUROPE
2020“. Jde zejména o pteshrani¢ni informacéni sluzby vramci eEnvironmentu. Jednéd se o sdileni
monitorovanych a zpracovavanych dat a informaci o atmosféfe, povrchovych i podzemnich vodach,
odpadech, pid¢, biodiverzité, atd. pomoci Globalniho monitorovaciho systému zivotniho prostredi a
bezpecnosti (GMES — Global Monitoring for Environment and Security). Tyto informacni sluzby
umoznuji efektivnéjsi a presnéjsi sledovani aktualniho stavu Zivotniho prostiedi a udrzitelného rozvoje
v Evropé¢, dale pak jeho modelovani a simulaci jeho dalsiho vyvoje.

Za hlavni ptinos 11. letni Skoly povazujeme skute¢nost, ze na letosnim ro¢niku setkali studenti
S vyznamnymi svétovymi védci, kteti se S nimi podélili jak o své znalosti, tak i jejich pohledy na
vyuku aplikované informatiky ve svété. V piispévcich z letni Skoly jsou zastoupeni nejen doktorandi a
ucitelé z Masarykovy univerzity (Institut biostatistiky a analyz, Piirodovédecka fakulta a Fakulta
informatiky), ale i z Mendlovy univerzity (Agronomicka fakulta) a Vysoké Skoly banské — Technické
univerzity (Ekonomicka fakulta) v Ostravé. Jejich piispévky ve sborniku ptispivaji k tomu, Ze se letni
Skola stala Sirokym interdisciplinarnim odbornym forem v ramci Ceské republiky. Dale je dilezité, ze
nékolik piispévku je publikovano v anglickém jazyce, ktery podtrhuje mezinarodni vyznam sborniku.

W

projektt v oblasti aplikované informatiky a tcasti zahrani¢nich profesorti Ralfa Denzera, Meliuse
Weidenmana a dr. Bruna Rossiho.

V Brné dne 31. listopadu 2014

Jif{ Hiebicek
Jan Ministr
Tomas Pitner
Editofi
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Movement of the Cooling-Warming border over terrotory
of the Czech Republic

Stanislav Barton, Renata Osi¢kova

Department of Technology and Automobile Transport, Mendel University in Brno,
Zemedelska 1, 613 00 Brno, Czech Republic
barton@mendelu.cz

Abstract

In this paper, authors are processing and analyzing values of the average monthly temperatures
recorded at 34 meteorological stations since January 2003 till December 2013 that are uniformly
distributed in the territory of the Czech Republic. At first, statistical relevance of each term of used
regression function is evaluated by using the sum of squared residuals per degree of freedom. At
second, function containing only significant terms is tested on the edge of statistical reliability equal
to 99%, 95% and 90% with respect to its individual terms. The Fisher-Snedecor function was used to
determine really important terms of the evaluated function. Final function enables computation
coefficients of 7 regression functions, that explain recorded data in 7 time steps of 5 year intervals.
These functions were used to determine border positions splitting areas of the Czech Republic into
zones of local warming and cooling. Recorded data are plotted graphically and show that this border
oscillates over the whole territory of the Czech Republic.

Abstrakt

V tomto prispévku autori zpracovavaji a analyzuji hodnoty priimérné mésicni teploty zaznamenané v
34 meteorologickych stanic od ledna 2003 do prosince 2013, které jsou rovnomérné rozlozeny na
tizemi Ceské republiky. Nejprve, je vyhodnocen statisticky vyznam kazdého obdobi pouzitych regresni
funkce pomoci soucet ¢tvercii rezidui po stupnich volnosti. Za druhé je testovana funkce obsahujici
pouze vyznamné terminy na okraji statisticka spolehlivost rovnajici se 99 %, 95 % a 90 % s ohledem
na jejich individualni podminky. Fisher-Snedecor funkce byla pouzita k urceni skutecné diilezitych
podminek hodnocenych funkci. Posledni funkce umoziiuje vypocet koeficientii 7 regresnich funkci,
které vysvetluji zaznamenané udaje v 7 krocich casového intervalu 5 let. Tyto funkce byly pouzity k
urceni pozice hranice rozdéleni oblasti Ceské republiky do zén mistniho oteplovani a ochlazovani.
Zaznamenané udaje jsou zobrazeny graficky a ukazuji, Ze tato hranice osciluje na celém tizemi Ceské

republiky.

Keywords
Global warming, Mathematical modeling, Regression function, Linear correlation, Space and time
coincidence, Temperature trends.

Klic¢ova slova
Globalni oteplovani, Matematické modelovani, Regresni funkce, Linearni korelace, Prostor a Cas,
nahoda, Teplotni trendy.

1 Introduction

Problem of the global warming represents a widely discussed theme which is in the center of interest
of the major part world population, for example [5], [10]. Many authors publish papers that accentuate
the fact that the process of global warming is real and quite inevitable while some others wrote this is
a disputable phenomenon and that the global warming is a mere fiction, [7] In this paper we present a
mathematical study of the development of diurnal temperatures in the Czech Republic territory within
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the period of the recent decade from January 2003 till December 2013. Using the Maple application,
see [9], based on the method of least squares we have developed a regression function T(t,x,y,h),
which explains the dependence of temperature on time, geographical position and height above the
sea. To determine the significance of the regression function, members that have been tested with a
confidence interval of 90%, 95% and 99% have been used in the Fischer-Snedecor function (4). The
resulting functions allow us to calculate the coefficients of the regression function, which is used at
the end and are necessary for determining the motion boundary warming and cooling in the area of the
Czech Republic. Calculations were made for seven five-year cycles, and gradually shifted by one

year.

2 Material and Methods

Data concerning average monthly temperatures, recorded within the period of the last ten years in 22
selected meteorological stations, are normally available on the Internet, [1]. As far as further 12
stations are concerned, similar data can be reached from the graphs that are available at the web page,

[2].

The Czech Hydrometeorological Institute collects data about the daily temperatures, which are
measured and recorded at higher number of meteorological stations than we do in our case study and
for a long time period. These data, however, can be obtained only on the base of paid membership and
for that reason they are not available for wider public.

Nevertheless, data recorded in 34 available meteorological stations cover the Czech Republic territory
adequately and in a satisfactory manner. The minimum airline distance between two stations is 12 km
while the maximum does not exceed 54.7 km. Data presented in this paper informs about an exact
geographical location of the station, about its altitude and also about average monthly air
temperatures, see Tab. 1. Temporary data are expressed as a yearly fractions and the time t = 0
corresponds with the 1st January 2003. In case that temperature partial data are excluded or missing,
the temperature is rewritten by -99 °C. Stations with incomplete data are highlighted in red, stations in

Group 1, or in blue, Group 2. Data from Group 2 are reconstructed from graphs, see Tab. 1.
Table 1: Example of the data
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2.1 Topography

The first step is to recompute GPS coordinates of the stations into 3D coordinates. As a z coordinate is
taken distance from the tangent plane to the Earth at the average of the GPS coordinates of the
perimeter of the Czech Republic. Axe x is oriented parallel with west-east direction, axe y is parallel
with the north-south orientation. GPS coordinates and measured data are saved in the file Data_3.sav.
File CR.sav contains coordinates of the perimeter of the Czech Republic. Kilometre is used as a
distance value for x and y coordinates, coordinate z, equal to height h is measured in meters. Result is
displayed in the Fig. 1.

> restart;Digits:=15; with(plots): with(LinearAlgebra): with(Statistics):

> read "CR.sav': CR:=map(u->[u[2],u[1]1],CR): n:=nops(CR);
TCR:=add(u,u=CR)/n;

> CR:=map(u->u-TCR,CR): R:=12745591*0.5;

> CR:=map(u->evalf([R*cos((TCR[2]+u[2])*Pi/180)*u[1]*Pi/180000,
R*u[2]*Pi/180000]),CR):

> GO0:=spacecurve(map(u->Ju[1],u[2],0],CR),color=magenta):

> read "Data_3.sav'': T:=Data[3][5-.-8]: Jmeno:=[]; Vyska:=[];
Sirka:=[];Delka:=[1;

> for 1 from 4 to nops(Data) do;
Jmeno:=[Jmeno[],Datali][1]]; Vyska:=[Vyska[],Data[i]1[2]1];
Sirka:=[Sirka[],Data[i][3]]; Delka:=[Delka[],Data[i][4]1];
end do:
> Nj:=nops(JImeno);

> Sirka:=map(v->evalf((v[1]+v[2]/60+v[3]/3600)),map(u-
>sscanf(convert(subs(176=32,

39=32,44=32,34=NULL ,convert(u,bytes)),bytes),"%d %d %d'"),Sirka)):

> Delka:=map(v->evalf((v[1]+v[2]/60+v[3]/3600)) ,map(u-
>sscanf(convert(subs(176=32,

39=32,44=32,34=NULL ,convert(u,bytes)),bytes),"%d %d %d'"),Delka)):
> Stanice:=zip((u,v)->[u,Vv]-TCR,Delka,Sirka):

> Stanice:=map(u->eval f([R*cos((TCR[2]+u[2])*Pi/180)*u[1]*Pi/180000,
R*u[2]*Pi/180000]),Stanice):

> X:=map(u->u[l],Stanice): Y:=map(u->u[2],Stanice):
> z:=sort(map(u->u[1],CR)): Xmin:=z[1]; Xmax:=z[-1];
> z:=sort(map(u->u[2],CR)): Ymin:=z[1]; Ymax:=z[-1];

> Gl:=pointplot3d(zip((u,v)->[u[],0],Stanice,Vyska),style=point,
symbol=circle,color=black):

> G2:=pointplot3d(zip((u,v)->[u[],Vv],Stanice,Vyska),style=point,
symbol=circle,color=blue):

> G3:=spacecurve({zip((u,v)-
>[[ull.0]1,[ull.v]l].,Stanice,Vyska)[]},color=brown):

> G4:=textplot3d([seq([op(.op(1,G2))[1.cat(" ",Imeno[§J1)].5=1..Nj)]1,
color=khaki ,align={above,right}):

10
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> display({G0,G1,G2,G3,G4},orientation=[-95,30],
axes=framed, labels=["x [km]","y [km]","h [M]1"D;

1000
h [m] o Pec pod Snezkou
500 o Milesovka
o Nova Ves v Horach
o Liberec
o Usti nad Labe Lysa hora o
150
o Karlovy Vary b o Svetla Hora
O Doksany Semcice o, Svratouch
100 o Cheb | e I Praha, R\Iz(yne Hrdglec rﬁr@ff ad Qrlici]
, Churan Praha, aﬂol . Prlbysh )
Plzeh osetic
50 : o s Mosnov
KoCelBvice Tab o o
abor o Velke Mezirici Olomouc
Klatgv Kastelff Myslova o
0 Holesov o
Brno,Turani
eske Budejoyice )
Kucharovice
Straznice
-50 y [km] , I I

100 200
500 -100 0 x [km]

Figure 1: Positions of the meteorological stations

2.2 Regression function

As a regression fuction was used function F(t,x,y,z), where k = 2r see (1).

F(t, X ¥, h) = ¢ xcos(kt)+ ¢, xsin(kt)+ ¢ X+ ¢, Xt+ e X + ¢, yeos(kt)+ ¢, ysin(kt)+ G v+ e -+ 6o ¥ (1
+ ¢, hcos(kt)+ ¢, hsin(ke)+ ¢ h+ ¢, ht+ G M + ¢, cos(At)+ G SIN(AE)+ Cot + Cy . )

Coefficients ¢; — ¢y were computed by the least squares method to minimise the sum of squared
residues on one degree of freedom — SQR; with a precision of 15 significant digits, see (2).

¥ (F(t %y, 8)-TF

)
N-p !

SOR =

where N = number of measurements, t = time, [x,y,h] = spatial coordinates, p = count of F function
members, F = seeking regression function, T = measured temperatures.

> f:=expand((x+y+h+1)*(cos(k*t)+sin(k*t)+(1+t)"2)); ROW:=[op(F)];
> k:=evalf(2*Pi1); N:=[1;

> for 1 from 1 to Nj do;

> teploty:=Data[i+3][5-..-1];

> Radek:=subs(h=Vyska[1],x=X[1],y=Y[i],ROW):

11
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>

Tt:=zip((u,v)->"1f (u<>-99, [v,u],NULL) ,Data[i+3][5. -~

11,T);N:=[N[],nops(TH)];

>

G[i]:=display({plot(Tt,style=point,symbol=circle,symbolsize=15,color=red),

\

\%

\%

\%

plot(Tt,color=red)}): #display(%);
MLi]:=map(u->evalf(subs(t=u[1l],Radek)),Tt): V[i]:=map(u->u[2],Tt);
Tau[i]:=map(u->u[1],Tt): print(Jdmeno[i],nops(Tt));

end do:

Az=Matrix([seq(M[J1L]1.§=1..1-1)]1); B:=Vector([seq(VLil[l.j=1..1-1)]1);
b:=convert(B,list): Nu:=nops(b); Sol:=LeastSquares(A,B);
b2:=convert(evalm(A.Sol), list): Sol:=convert(Sol,list);
FCE:=add(w,w=zip((u,v)->u*v,ROW,Sol));

FCE := 10.601 — 0.0010497 x cos(6.2832 t) — 0.0013391 x sin(6.2832 t) — 0.0020117 x

— 0.000095775 x t + 0.000018122 x t? + 0.0015086 y cos(6.2832 t)

— 0.00044694 y sin(6.2832 t) — 0.0021058 y — 0.00039920 y t + 0.66412 107 y t2
+0.0012082 h cos(6.2832 t) — 0.00041306 h sin(6.2832 t) — 0.0053368 h
—0.00013071 h t+ 0.98070 105 h t? — 10.499 cos(6.2832 t) — 2.4806 sin(6.2832 t)
+0.17162 t — 0.015358 t2

2.3 Verification

The accuracy of calculation was then verified with a precision of 36 digits in force according to

another algorithm, based on the QR decomposition, see [6].
> Digits:=36;

> QR:=proc(M::Matrix,B::Vector) local n, r, q, k, j, p, R;

n:=ColumnDimension(M)+1; r[1,1]:=sqrt(add(u”™2,u=Column(M,1))):
q[1]:=map(u->u/r[1,1],Column(M,1)):
for k from 2 to n do;

if k<n then p:=Column(M,k); else p:=B; end if;

for j from 1 to k-1 do; r[j,k]:=add(w,w=zip((u,v)->u*v,qli]1.p));

p:=p-al31*r0i.K];

end do;

rik,k]:=sqrt(add(u”2,u=p)); qlk]:=map(u->u/r[k,k],p);
end do:
R:=Matrix(n,(i,j)->r[i,]j],shape=triangular); p:=Column(R,n)[1..n-1];
R:=SubMatrix(R,1..n-1,1..n-1); R:=Matrixlnverse(R); convert(R.p,list);

> end proc;
> Sol2:=QR(A,B); Sol-Sol2;

12
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[-0.15455 107%°, 0.21017 1078, -0.22928 107", -0.17196 1078, 0.35846 10™*°,
-0.23839 10%°, 0.41674 10", 0.24270 10", 0.46773 1078, 0.12575 10™*°,
-0.11477 107%, -0.52563 1078, 0.48513 10", -0.84839 108, 0.12777 10,
0.21591 10™, 0.81535 10, -0.53290 10, 0.58891 10, -0.87587 10™°]

Both calculations differed only within the selected numerical precision, which means that their
relative difference was of the order of 10"%%. The coefficient of linear correlation for each station for
the entire period 2003-2013 ranges from 0.961 to 0.975.

> LCO:=Correlation(b,b2); DT:=sqrt(add(u”2,u=b-b2)/Nu);
LCO :=0.970023869152986 DT := 1.85780197744508
> bbw:=CurveFitting[LeastSquares](b2,b,w,curve=cl*w+c0);

>Gbl:=plot(zip((u,v)->[u,v],b2,b),style=point,symbol=cross,
symbolsize=4,color=red):

> Gb2:=plot([bbw,bbw+DT,bbw-DT],w=min(b2)._max(b2),color=blue,
thickness=[3,1,1], linestyle=[1,2,2]):
>display({Gb1,Gb2}, labels=["Teploty vypoctene [C]",

“"Teploty namerene [C]'"],labeldirections=[horizontal, vertical]);
25

- N
) o

Measured temperatures [C]
o

10 15 20
Computed temperatures [C]

—-10

Figure 2: Comparison of measured and computed temperatures
> Cor:=[]; sigma:=[];
> for j from 1 to Nj do;
RTLj]:=map(u->evalf(subs(x=X[j1.,y=Y[1]1,h=Vyska[j],t=u,FCE)),Tau[j]);
Cor:=[Cor[],Correlation(RT[J1.VLOD1;
sigma:=[sigmal],sqrt(addu”2,u=RT1-VOID/NOD1]1:;

glil:=plot(subs(x=X[j1,y=Y[}31.,h=Vyska[}j],[FCE-
sigma[j],FCE,FCE+sigmaljllD).,
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t=Tau[j]I1]--Tau[jl[-1],color=blue,thickness=[1,3,1],linestyle=[2,1,2]):
end do:
> MinC,MaxC:=min(Cor),max(Cor); MinS,MaxS:=min(sigma),max(sigma);
MinC, MaxC := 0.961886745128666, 0.975726002082668
MinS, MaxS := 1.71579406850540, 2.11933762875770
> Cmin:z=seq(C if (Cor[j]=MinC,j,NULL),j=1..1-1);
i display({G[Cmin],g[Cmin]}, title=cat(Jmeno[Cmin],": Linearni Korelace =

convert(evalf(Cor[Cmin],5),string),", smer. odchylka =
'",convert(evalf(sigma[Cmin],5),string)), labels=["t [roky]","T [C]"],

labeldirections=[horizontal, vertical]);

T &

-
o

4]

-5

t [years] )

Figure 3: Graphical comparison of measured and computed temperatures in Churanov — the worst
linear correlation

The average correlation coefficient of linear spatial temperature distribution in the Czech Republic is
0.931. This means that the regression function can be considered as satisfactory.

> Nr:=nops(Data); Nt:=nops(T); Cort:=[];

> for i1 from 1 to Nt do;

Tr:=[seq(Data[j][i+4],§=4--Nr)]; FCEj:=evalf(subs(t=T[i],FCE));
TP:=[seq(subs(x=X[i1.y=Y[i1.h=Vyska[j],FCEj).j=1..Nj)1;
TP:=zip((u,v)->"i1f (u>-99,v,NULL),Tr,TP);
Tr:=remove(has,Tr,-99.0); Cort:=[Cort[],Correlation(Tr,TP)];
end do:

MiInC,MaxC:=min(Cort) ,max(Cort);

Imin:=seq(C if (Cort[j]=MinC,j,NULL),j=1..i-1);

Imax:=seq( if (Cort[j]=MaxC,j,NULL),j=1..i-1);

> CorP:=add(u,u=Cort)/Nt;
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> CorS:=sqrt(add(w”2,w=map(u->u-CorP,Cort))/Nt);

> Gel:=plot(zip((u,v)->[u,v],T,Cort), labels=["t [roky]","Celkovy
koeficent linearni korelace'], labeldirections=[horizontal,vertical]):

> Ge2:=plot([[T[Imin],Cort[Imin]]],style=point,symbol=circle,color=black):

Ge3:=plot([[T[Imax],Cort[Imax]]],style=point,symbol=box,color=black):

> Gcd:=textplot([[T[Imin],Cort[Imin],cat("
Minimum,t="",convert(evalf(T[Imin],3),

string),", Korelace=0",convert(evalf(Cort[Imin],3),string))]1],
color=black,align=right):

Ges5:=textplot([[T[Imax],Cort[Imax],cat(’" Maximum,
t="",convert(eval f(T[Imax],3),

string),",
Korelace=0",convert(evalf(Cort[Imax],3),string))]],color=black):

> Ge6:=plot([CorP,CorP+CorS,CorP-CorS],t=T[1]--T[-1],
color=blue, linestyle=[1,2,2]):

> Gc7:=textplot([1.4,CorP,cat(""Prumer=0",convert(evalf(CorP,3),string))],
color=blue,align=below):

> display({Gc1,Gc2,G6c3,6c4,6c5,6¢c6,GC7});

____________ Maximum, t-1.37, Correlation=0.987 ___________CTTTTTTTTTTTTTmTTTTmTmTIee
A
ML NN A AP AN N N g
v 'A(Tage=092 v VVV v v Y A \/ V r\J U
0.8
5
£
[+
0615
[&]
©
£
—
0.4
0.2 G Minimum, t=3.04, Correlation=0.186 t [years] .
2 4 6 8 10

Figure 4: Time development of the spatial correlation between measured and computed temperatures

2.4 Determining of individual members of the regression function

For each member of the regression function (1) containing 20 members is calculated the sum of
squared residuals per 1 degree of freedom, further shorten as SQR1. Value which is selected is the
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one with the lowest SQR1 value. This selected member is searched from the remaining 19 members,
another member such that SQR1 for two members was the lowest. It is being continued for each
subsequent member by this manner until they are exhausted all the members or SQR1 begins to rise.
In this way, we find that members 2xt, y sin(kt) yt?, 2t, t* are meaningless.

> ROWF:=[]; LQ:=[1; LC:=[]:; Nu:=nops(b); n:=nops(ROWO);
> sqr:=infinity; nu:=1; N:="N"; Go:=true;
> while Go do;

Go:=false;

for i from 1 to n do;

A3:="iT" (ColumnDimension(A00)=0,Matrix(Column(A0, 1)),
Matrix([AOO[],Column(A0, D[I1D);

sol3:=LeastSquares(A3,B); b3:=convert(evalm(A3.sol3),list);
Ic:=Correlation(b,b3); sqg:=add(Ww"2,w=b-b3)/(Nu-nu);

if sq<sqgr then N:=i; sqr:=sq; lcr:=Ic; SOL:=convert(sol3,list);
Go:=true; end if;

end do:

ifT Go then
LQ:=[LQ[]1.sqr]; LC:=[LC[],0Ic]; ROWF:=[ROWF[],ROWO[N]];
F3:=add(w,w=zip((u,v)->u*v,ROWF,SOL));

A00:="i1f" (ColumnDimension(A00)=0,Matrix(Column(AO,N)),
Matrix([AOO[],Column(A0,N)[11)):

AO:=DeleteColumn(A0,N); ROWO:=subsop(N=NULL,ROWO);
nu:=nu+l; n:=nops(ROWO); N:="N";
end if:
end do:

Graph showing SQRL1 as a function of the number of members is shown below, see Fig. 1. From this
graph it is clear that with the increasing number of sum of squared residuals on 1 degree of freedom to
the 15th member decreases. Graph showing SQR1 for two consecutive functions that differ from each
other about member is for 5th to 15th member shown below, see Fig. 5.

50

40
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30

20
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] 8 10 12 n 14

Figure 5: Decreasing of the sum of squared residuals per degree of freedom and detail for last
eight terms of the function (5)

Fischer-Snedecor function F(z), (3), see [3], [8], is used for testing and determining the significance of
members of the regression function with more coefficients compared to simpler regression function.
Level of the uncertainty is a.

_[Oq F(z) dz =1- «, where:

p [%) [g—lj « = difference of count of parameters
ol of the functions (3)
] ’ n = count of measurements

Fig. 1. This feature, with accuracy 1-«, tells us how to change the statistical significance of the
function, if we add more function members. More complex function is statistically significant if it
satisfies the condition (4). Selection of the most suitable model is performed on the basis of a test
which is based on the inequality (4), see tables XV1II 4a-4c in [4].

Sr(1) = residual sum of squares of a simple model

e = 5(2) Sr(2) = residual sum of squares of a complex model

%;(214)71 > g, where:  p: = number of coefficients of a simple model 4)
/757,0 p. = number of coefficients of a complex model
? Po—pP1= k= 1

Fig. 2. Test to determine whether a more complex model (multivariable) is better than the simpler
model is done with respect to the equation (4). The more complex function is omitted if F > Fy_,(p,-
p1, N-p2). The number of operands of functions that correspond to the reliability of 1-a = 90%, 1-a =
95% and 1-a = 99%, is shown in Fig. 6.

> Fknz:=unapply(1/Beta("k"/2, " n"/2)*("k*/*n")"("k*/2)*" 2" (("k"-2)/2)

\%

vV V V

LF:=
L99:
L95:
:=fsolve(Int(evalf(Fknz(1,Nu-1,9)),q=0..u)=0.90,u);

L90

nul:

J(L+ 2 K/ AR+ ") /2) L KT, T, T2
[seq((LQLi1*(Nu-1)-LQ[i+1]*(Nu-i-1))/LQ[i+1],i=1. .nops(LQ)-1)];
=fFsolve(Int(evalf(Fknz(1,Nu-1,9)),q=0..u)=0.99,u);
=fsolve(Int(evalf(Fknz(1,Nu-1,q9)),q=0..u)=0.95,u);

=8; nu2:=14;
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> plot([[[nu1,L99], [nu2,L99]],[[nul,L95], [nu2,L95]], [[nul,L90], [nu2,L90]],
[seq([i,LF[i]],i=nul..nu2)]],view=1..8,thickness=[1,1,1,3]);

8

1- o =0.99

4 1- o= 0.95

3 \
o = 0.90
2 \

n

10 11 12 13 14

Fig.3. T8 _ 9 _ ..
Figure 6: Graph showing the number of members and reliability values

2.5 Non-periodic functions

Fig. 4. Periodic components sin(kt) and cos(kt), which are removed of these functions, are
appropriate to the individual reliability. Then a derivation function by time is done, see (5).

> U99:=LF[8]; V99:=evalf(Int(evalf(Fknz(1,Nu-9,9)),q=0..U99));

> U95:=LF[11]; V95:=evalf(Int(evalf(Fknz(1,Nu-12,q)),q=0..U95));
U90:=LF[13]; V90:=evalf(Int(evalf(Fknz(1,Nu-13,q9)),q=0..U90));
F99:=add(w,w=zip((u,v)->u*v,ROWF[1..9],SOL[1--9]));
F95:=add(w,w=zip((u,v)->u*v,ROWF[1..11],SOL[1..11]));

> F90:=add(w,w=zip((u,v)->u*v,ROWF[1..13],SOL[1..13]));

> F99:=remove(has,F99, [sin,cos]);

>
>

\%

> f95:=remove(has,F95, [sin,cos]);

> f90:=remove(has,F90, [sin,cos]);

f,, =10.3200 — 0.0059 /7— 0.0004 yz—0.0022 x
Fig. 5. f,, =10.3200 — 0.0059 /7— 0.0004 yz—0.0022 x— 0.0002 /7 Fig. 6. (5)
f,, =10.3200 — 0.0059 /71— 0.0004 y£— 0.0022 x— 0.0002 /£ +0.0001/1¢

Fig. 7. These derivatives are set equal to zero, see (6). Furthermore, the coordinates y are
calculated and the exact positions of 3 boundaries for a 5-year intervals are found.

> FOOt:=diff(f99,t); Y99:=solve(f99t=0,y):
> FO5t:=diff(f95,t); Y95:=solve(fI5t=0,y):

18
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> FOOt:=diff(fo0,t); Y90:=solve(fo0t=0,y):

ft,, =-0.0004 yt
Fig. 8. ft,, = —0.0004 y—0.0022 x—0.0004 / Fig. 9. (6)
ft, =—0.0004 yt—0.0022 x—0.0004 /1t +0.0001/1

3 Results and Discussion

Fig. 10. The functions corresponding reliability 1-a = 0.99 passes through the center of gravity of the
Czech Republic. This fact shows the graph in Fig. 7 — positions on the map of the Czech Republic and
Fig. 8 shows average y position of the boundaries in seven five-years intervals. Maple computation is
very similar to the steps mentioned on page 3 and that is why it is not presented here.

2004-2008

2003-2007

200

Ty [km]

pod. Snezkoll

ilesovka
oPoksany

OSemcicé
Karlovy Vary L oHradec Kraloye M 2009-2013
\% o e g 2 N’\A_k
oen 1-020,99, 2003-2013 ..., X [km]

—_ 0| o : oY
Eﬁ['jn a —100 OKoseticge  gPribyslav 100 oPlomouc %énd_@ra

OKoceIowce ~Tabor
bt 1 ovelke Mezirici OHoIesov

yostelni Myslova oBrno, Turany

oStrazni

oXucharovice

2006-2010

Fig. 11. 2007-2011

Figure 7: Average cooling/warming border position in 5 year intervals in the Czech Republic

From the calculations mentioned above it is clear that function with 9 members explains 99% of the
data, the function with 13 members explains 95% of the data and with 14 omembers explains 90% of
the measured data. The boundaries corresponding to the 95% and 99% reliability are plotted in the
Fig. 7.

In our case, we work with 95% reliability, for which the corresponding function contains 14 members.
This reliability is designed for more complex models.

The boundary, corresponding to 99%, is stable and passes through the center of gravity of the Czech
Republic. The functions corresponding to 99% reliability contain 9 members and is time independent.
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Figure 8: Y coordinate of cooling/warming border as a function of time

4 Conclusion

There is a border between areas where the warming and cooling are occurring in the area of the Czech
Republic. If we use a simpler function, then a position of this boundary has coordinates y = 0 (the
border passes through the center of gravity of the Czech Republic) and it is not dependent on time.
This feature is able to explain 99% of the measured data. From the properties of the more complex
function, it follows that the position of the boundary is moved over the whole area of the Czech
Republic, see Fig. 4 and Fig. 5.
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Abstract

In this paper, we investigate the volatility dynamics of EUR/GBP currency using neural network
approach. We suggest the ARCH-RBF model that combines information from ARCH statistical model
with RBF neural network. We also use a large number of statistical models as well as different
optimization techniques for RBF network such as genetic algorithms or clustering. Both in-sample
and out-of-sample forecasts are evaluated using appropriate evaluation measures.

Keywords
time series, forecasting, ARCH, EUR/GBP, currency, finance, volatility, artificial neural network,
RBF

Abstrakt

V tomto clanku jsme zkoumali dynamiku volatility meény EUR/GBP pomoci neuronovych siti.
Navrhujeme ARCH-RBF model, ktery kombinuje informace z ARCH statistického modelu s RBF
neuronove sité. PouZivame také velké mnozstvi statistickych modelu, stejné jako riiznych
optimalizacnich technik pro RBF sité napriklad genetické algoritmy nebo clustering. Oba vzorky
progndzy jsou vyhodnoceny pomoci vhodnych hodnoticich meér.

Kli¢ova slova
¢asové fady, prognozy, ARCH, EUR/GBP, ména, finance, volatilita, um¢lé neuronové sité¢, RBF

1 Introduction

Volatility is an extremely important factor for risk management, for asset allocation, and for taking
bets on future volatility. A large part of risk management is measuring the potential future losses of a
portfolio of assets (volatility modelling provides a simple approach to calculating value at risk of a
financial position in risk management), and in order to measure these potential losses, estimates must
be made of future volatilities and correlations. In asset allocation, the Markowitz approach of
minimizing risk for a given level of expected returns (see Ref. 1) has become a standard approach,
and of course an estimate of the variance-covariance matrix is required to measure risk. Perhaps the
most challenging application of volatility forecasting, however, is to use it for developing a volatility
trading strategy. Option traders often develop their own forecast of volatility, and based on this
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forecast they compare their estimate for the value of an option with the market price of that option.
The simplest approach to estimating volatility is to use historical standard deviation, but there is some
empirical evidence, which we will discuss later, that this can be improved upon.

Various approaches to volatility modelling have been suggested in the econometric and financial
literature. In the following we will provide a brief overview of developments in the literature starting
with the autoregressive conditional heteroskedasticity (ARCH) models [2]. Bollerslev [3] introduced
the generalized ARCH (so called GARCH) model. Later, as time went on, many extensions of the
GARCH model have been introduced in the literature since: e.g. GARCH-in-mean (GARCH-M)
models [4], EGARCH models [5], Threshold ARCH (TARCH) and Threshold GARCH (TGARCH)
[6] and Power Arch (PARCH) models [7] just to name a few. A number of studies have focused on
optimal model specification and the performance of various GARCH models in financial markets
providing no clear-cut results (such as [8]).

Also, as computer science has developed, techniques of machine learning started to apply in the
domain of financial forecasting. Gooijer and Hyndman [9] proved that artificial neural networks had
the biggest potential in time series forecasting. Therefore, various types of neural networks have been
used for forecasting future values of high frequency financial data such as [10] or [11].

This study examines various models that can be used in forecasting volatility, to evaluate their
respective performance. One of the main reasons for finding the appropriate volatility model is that
volatility, as a representation of risk, plays an important role in an investor’s decision making process.
Volatility is not only of great concern for investors but also policy makers and regulators who are
interested in the effect of volatility on the stability of financial markets in particular and the whole
economy in general. Finally, volatility estimation is an essential input in many VaR (Value at Risk)
models, as well as for a number of applications in a firms market risk management practices.

This paper concerns with forecasting volatility and it is divided into eight chapters. Chapter two
presents the statistical ARCH/GARCH maodels used for volatility forecasting. In chapter three, data
we use for our tests are presented. In chapter four we perform the GARCH volatility modelling on our
tested data and in chapter five we present the neural network approach as well as our ANN model for
volatility forecasting. In chapter six the results are presented and discussed.

2 Methods and Models
2.1 ARIMA & ARCH

The major breakthrough in the history of statistical modelling came with publishing a study from Box
& Jenkins [17]. In this study authors integrated all the knowledge including autoregressive and
moving average models into one book. From that time the ARIMA (AutoRegressive Integrated
Moving Averages) models have been very popular in time series modelling for a long time as
O'Donovan [18] showed that these models provided better results than other models used in that time.
It is therefore no surprise that for more than 20 years Box-Jenkins ARMA models have been widely
used for time series modelling. The models published in [17] are autoregressive models (AR) and
moving average (MA) models. Let y; be a stationary time series that is a realization of a stochastic
process. Then, general formula of AIp?MA(p,q) modelqcan be expressed as follows

Yi :§+Z¢iyt—i + & _Zeigt—j (1)

. =1 =1 .
where £is a constant, (4,4, ) are autoregressive parameters, (80,81 Ergree) are
independent random parts. If the model is correct, residuals are to form the white noise process. The
model is composed of two parts —autoregressive (determnistic) part expressing the linear dependence
on previous values of the dependent variable y;; and stochastic part represented by moving averages.
If the series is not stationary, ARIMA models must be used. Let y; be a time series and let d be the
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order of differentation; y, will be called ARIMA(p,d,q) process if its d" differences produce
ARMA(p,q) process. ARIMA can be formally defined as

®(B)(1- B)d Y, = u+0(B)e, (2)

It is also obvious that if d equals zero, ARIMA equals just simple ARMA process. The whole process
of Box-Jenkins statistical modelling, which is performed through Box-Jenkins analysis, has more
steps and it is described in details in [3].

Financial volatility

The most common way in expressing the risk is the volatility. Financial volatility, which is present in
dynamic economic markets like stock market or forex market and which plays an important role in
financial forecasting as well as financial risk analysis, has some very unique features. First of all, it is
its stochastic character. Moreover, financial time series exhibit a characteristic known as volatility
clustering in which large changes tend to follow large changes, and small changes tend to follow
small changes. Volatility is hence clustered in time and therefore it has persistance character.
Resulting from this, actual variance is dependent on the previous variances and the time series is
characterized by the time-variant conditional variance, also called clustering of variances.

Another feature of financial volatility is mean reversion. Volatility is often persistent and so has a
long memory. In the long term period the volatility oscilates around its long-term mean which results
in the fact that all long-term forecasts are to converge to its long-term mean value. So even though
financial time series can exhibit excessive volatility sometimes, volatility will finally settle down to a
long run level.

It has been also experimentally proved that the distribution of many high frequency financial time
series usually have fatter tails than a Gaussian distribution. A phenomenon of fatter tails is also called
as excess kurtosis.

The weakness of ARIMA models in modeling financial time series is the inability to model stochastic
non-constant volatility having the features we described above. In [2] Engle suggested the solution by
creating so called ARCH (Autoregressive Conditional Heteroskedastic) models which assume
heteroskedastic variance of &,. Lety; be a standard stationary ~ AR(p)

process defined as in (1) and let a, be a random part of this model and hence, is a white noise process
and has a constant unconditional variance. Let also assume that | ¢, |<1fori=1,2,...p.

According to Engle (see [2]), the model will become more confident and the predictions will be more
precise if it is dependent on a conditional S/ariance of &,

Yi = Z¢. Yii & 3
i1

where the expected value of &, is zero ¢, and can be transformed into the form

& =enfh (4)

where ¢, is the residual part of the model having mean value equaled to zero, e, is a white noise
process ~ N(0,1) and h; is a function of conditional heteroskedastic variance of random part defined as
follows

P
h, :a0+2ajgij (5)
j=1

According to [2], the standard ARCH model of p order is defined by equations (4) and (5) and should
be used for conditional variance modeling. The conditional variance in the ARCH(p) model is a
function of the past squares of random variable e, (which can be understood as an arrival of new
information in particular time moments). The ARCH model described above is able to model the
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basic properties of financial volatility such as volatility clustering, stochastic properties of volatility,
mean reversion, fat tails etc.

Bollershev [3] suggested the generalized form of ARCH model called GARCH (Generalized
Autoregressive Heteroskedastic Models) where conditional variance of h, depends on the previous
conditonal variances. The general GARCH(p,q) model can be formally defined as

£ =8 \/Kq p (6)
h, :a0+zaj8t2—j +Zﬂiht—i (7
= i1

where { &, }is a sequence of error parts, {e:} is a white noise process and h; is a function of conditional
variance. It is also necessary that «; >0, j=1.2,..,d.and g; 20fori=12,..p.

There exists a number of GARCH extensions, each of them are used to model some unusual property
of volatility. EGARCH created by Nelson [5] is an implementation of leverage effects. As assymetric
influence of new information is another feature of financial volatility. EGARCH is able to model this
feature of volatility. The leverage effect implemented in EGARCH expresses the asymmetric impact
of positive and negative changes in financial time series. It means that the negative shocks in price
influence the volatility differently than the positive shocks at the same size. This effect appears as a
form of negative correlation between the changes in prices and the changes in volatility. EGARCH
models leverage effects in the form

p . : . q
logh, = + Y e et 7 55y (8)
i=1 t-i =1
The leverage effect is present as follows: if &, is positive (there is "good news”), the total effect of
& 18 (L+y,)e,; . However, if g,_; is negative (there is so called “bad news”), the total effect
of &, is(@-y)l¢. |- Resulting from this, in EGARCH model bad news usually have

larger impact on the volatility. (value of would be expected to be negative). For details see [19].

The basic GARCH model can be also extended to allow for leverage effects. This is performed by
treating the basic GARCH model as a special case of the power GARCH (PGARCH) model proposed
by Ding, Granger and Engle (see [7]):

p q
th :a0+zai(| €y |+7/i‘9t-i)d +Zﬂjo-ld—j 9)
i=1 j=1
where d is a positive exponent.

Before (G)ARCH modeling, one has to find out if heteroskedasticity is really present in series.
According to Engle [2], the presence of heteroskedasticity is tested by ARCH test which supposes a
non-existence of ARCH. This tests uses the Lagrange Multiplier (LM) statistics [19].

3 Experiment
3.1 Statistical Modelling

This paper focuses on financial time series of daily close prices of EUR/GBP exchange rate. The data
we used, covered the historical period from October 31, 2003 to October 31, 2013 (n = 2610 daily
observations).” The graphical characteristics of the series is illustrated in Figure 1. Due to validation
of our models, data were divided into two parts. The first part included 1306 observations (from
10/31/2008 to 10/31/2008) and was used for training (quantification) of our models. The second part
of data (11/1/2008 to 10/31/2013), counting 1304 observations, was used for model validation by
making one-day-ahead ex-post forecast. These observations included new data which had not been

“ The data was downloaded from the website http://www.global-view.com/forex-trading-tools/forex-history.
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incorporated into model estimation. We used so many data in the validation phase in order to
guarantee the validation robustness of our models. The reason for validation was to find out the real
prediction power of the models; there was an assumption that if the model could handle to predict data
from ex-post set, it would be able to predict values of a currency pair in the real future.
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0.754

0.704

0.65
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Figure 1: Time Series of daily close prices of EUR/GBP currency (October, 2003 — October, 2013).

Finally, in order to evaluate the characteristics for quantified model as well as to compare the real
forecasting performance of our proposed models, the numerical characteristic for assessing models
called Mean Squared Error (MSE) was used.

H /A 2
3 MSE=H™ (Y nHm—Yn_Hm) (10)
h=1

where h is the forecasting horizon, H is the total number of predictions for the horizon h over the
forecast period, Y is the estimated value and Y is the original value of the series.

The empirical statistical analysis, which was performed according to Box-Jenkins [17], focused on the
original and differentiated series of daily observations of EUR/GBP currency pair covering a
historical period from October 31, 2003 to October 31, 2008. Figure 2 and Figure 3 illustrates the
original series as well as differences of the training set respectively. As stated in the previous section,
we only used observations from training set for statistical modeling. Statistical modelling was
performed in the Eviews software.
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Figure 2: EUR/GBP - training set (original) Figure 3: Differences of EUR/GBP -
training set
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Unit root tests results (see [21][22][23][24]) presented in the Table 4 (Appendix A) showed that this
series was not stationary. In order to stationarize the series, it was differentiated. As seen from the
Table 4, unit root tests confirmed that the differentiated series became stationary which had been a
necessary condition in Box Jenkins modelling. By analyzing autocorrelation (ACF) and partial
autocorrelation functions (PACF) of the differentiated series of EUR/GBP (see Table 5, Appendix A),
there were no significant correlation coefficients (on alpha = 0.05). Due to that we supposed that first
differences of the original series formed a white noise process. In that case, the original series would
have formed random walk process (RWP) as RWP is 1(1) process. Assuming the differences of the
original series formed a white noise process, we selected AR(0) as the basic Box-Jenkins model.
Ljung-Box Q-statistics (see Table 5, right side) confirmed this assumption and the applicability of
AR(0) process as the correlations were statistically not significant. However, the assumption of
normality of residuals of AR(0) was rejected at 0.05 significance level (see Table 5, Appendix A).
The observed assymetry might have indicated the presence of nonlinearities in the evolution process
of residuals. This nonlinearity was also confirmed by graphical quantiles comparison (see Figure 4)
and a scatter plot of the series which did not appear to be in the form of a regular ellipsoid (see Figure
5). In addition, BDS test rejected the random walk hypothesis (see Table 7 Appendix A) as the BDS
statistic was greater than critical value at 0.05 level.
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Figure 4: Scatter plot of EUR/GBP residuals variations. Figure 5: Quantiles of
EUR/GBP residuals vs
theoretical
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Fig. 6. Evolution of residuals of AR(0) model.
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Therefore, other tests had to be performed in order to correctly model this series. We noted that the
residuals of AR(0) (see Figure 6) were not characterized by a Gaussian distribution (see Table 6,
Appendix A). The assymetry might have indicated non-linearities in the residuals. When looking at
the graph of residuals (see Figure 6), one could observe the variability of these residuals could have
been caused by the non-constant variance. Residual with small value followed another residuals with
a small value. On the other hand, residual with a large value usually followed a residual with another
large value. However, this is not typical for a white noise process. Therefore, this assumption lead us
to think about stochastic model for volatility. The suitability for using stochastic volatility model was
also accepted by performed heteroskedasticity test. ARCH test (see Table 6, Appendix A) confirmed
the series was heteroskedastic since the null hypothesis of homoskedasticity had been rejected at 5%
and so the residuals were characterized by the presence of ARCH effect which was quite a frequent
phenomenon at financial time series. Therefore, we applied a stochastic volatility model into the basic
model. According to correlogram of squared residuals of EUR/GBP differences (see Table 8,
Appendix A) we quantified ARCH(4) model for volatility.

After quantification of ARCH(4) model, the residuals were characterized by the absence of
conditional heteroskedasticity: the ARCH-LM statistics were strictly less than the critical value at 5%.
In addition, the standardized residuals tested with Ljung-Box Q-test (see Table 9, Appendix A)
confirmed there were no significant coefficients in residuals of this model. Finally, the final ARCH(4)
volatility model is defined as follows

o2 = 0.00000438 + 0.104930s7, + 0.101053s72,
+0.150503s7, + 0.0854572,

Table 10 in Appendix A states the numerical characteristics of ARCH(4) model as well as Student’s t-
statistics for its parameters.

1)

3.2 Modelling with Neural Networks

Other techniques have started to apply in the domain of time series forecasting recently One of the
reason was the study by Bollershev [3], where he proved the existence of nonlinearity in financial
data. Non-linearity modelling was one of the drawbacks of Box-Jenkins models. Today, according to
studies such as that by Gooijer [ 9), artificial neural networks (ANN) are the machine learning models
having the biggest potential in forecasting financial time series. This is due to the fact that these
models are extremely helpful in modelling non-linear processes which have a priori unknown
functional relations or this system of relations is very complex to describe mathematically (see [25]).
ANN is based on human neural system and is an universal functional black-box approximator of non-
linear type [26, 27 and 28). The reason for attractiveness of ANNs for financial prediction can be
found in the work of Hill et al. [29]. Here, the authors showed that the ANNs worked best in
connection with highfrequency financial data. The competitive performance of ANN is also
documented on a large number of time series (see [30][31]). In this part we show a new approach of
estimation of forecasting function for conditional volatility modelled by feedforward neural network
of RBF type combined with genetic algorithms as well as statistical ARCH models.

A fully connected feed forward neural network was selected to be used as the forecasting function,
due to its conceptual simplicity, and computational efficiency [32]. Our implemented neural network
consisted of three layers, except for the input and output, there was also one hidden layer. We
proposed the architecture of the neural network (see Figure 7) with only one hidden layer due to the
fact that according to Cybenko theorem [33] the network with one hidden layer is able to approximate
any continuous function. This hidden layer made a previous nonlinear transformation of the data so as
to facilitate resolution of the problem in hand such as regression, classification, etc. The neural
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network used for this research was the network of RBF type [34]. This network is one of the most
frequently used networks for regression [32]. RBF, as well as multilayer perceptron (MLP, which is a
predecessor of RBF) have been widely used to capture a variety of nonlinear patterns (see [35]) thank
to their universal approximation properties (see [36]); in other words, thanks to their capacity to
approximate any continuous function provided that they have a sufficient number of hidden units
(neurons).

Figure 7: The architecture of used RBF neural network

The structure of our RBF neural network is defined by its architecture (processing units and their
interconnections, activation functions, methods of learning and so on). In Figure 7 each circle or node
represents the neuron. The neural network consisted of an input layer with input vector x and an
output layer with the output value V, .

The layer between the input and output layers is normally referred to as the hidden layer and its
neurons as RBF neurons. Here, the input layer is not treated as a layer of neural processing units. One
important feature of RBF networks is the way how output signals are calculated in computational
neurons. The output signals of the hidden layer are

Oj =l//2(X—WjH) (12)

where x is ak-dimensional neural input vector, w; represents the hidden layer weights, v, are

radial basis (Gaussian) activation functions. Note that for an RBF network, the hidden layer weights
w; represent the centres c; of activation functions in the hidden layer.

The second parameter of the radial basis function, the standard deviation, is estimated as K, (K >1)
multiple of the mean value of quadratic distance among the input vectors and their cluster centres. The
value of K is regarded as the rate of overlapping in the distribution of input data (see [37]). The output
layer neuron is linear and has a scalar output given by

§ =Xvo, (13)

where v; are the trainable weights connecting the component of the output vector 0. Then, the output

of the hidden layer neurons are the radial basic functions of the proximity of weights and input values.
A serious problem is how to determine the number of hidden layer (RBF) neurons. The most used
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selection method is to preprocess training (input) data by some clustering algorithm. After choosing
the cluster centres, the shape parameters o; must be determined. These parameters express

an overlapping measure of basis functions. For Gaussians, the standard deviations ¢; can be selected,

i.e. o;~ Ac,, where Ac denotes the average distance among the centers. Finally, the RBF network
computed the output data set as

y, = G(x,,c,V) = iv“ w,(X.C,) = ivjo“ t=1,2,..,N
(14)

where N is the size of data samples, s denotes the number of the hidden layer neurons. The hidden
layer neurons received the Euclidian distances (|x —c; H) and computed the scalar values 0, of the
Gaussian function , (X, C;) that form the hidden

layer output vector 0, . Finally, the single linear output

layer neuron computed the weighted sum of the Gaussian functions that formed the output value of
Yy

To optimize the outputs of the network and to maximise the accuracy of the forecasts, we had to
optimize parameters of ANN. The most popular method for learning (i.e. adapting parameters) in
multilayer networks is called back-propagation invented by Bryson and Ho [38). However, there are
some drawbacks to back-propagation. One of them is the convergence of this algorithm - it generally
converges to any local minimum on the error surface, since stochastic gradient descent exists on a
surface which is not flat. Due to this reason, we also used the combination of back-propagation with
the standard unsupervised technique called K-means (see [39]). K-means algorithm, which belongs to
a group of unsupervised learning methods, is a nonhierarchical exclusive clustering method based on
the relocation principle. The most common type of characteristic function is location clustering. The
K-means was used in the phase of non-random initialization of weight vector w performed before they
were adapted by back-propagation. i.e. before the phase of network learning. We assumed that in
many cases it was not necessary to interpolize the output value by radial functions, it was quite
sufficient to use one function for a set of data (cluster), whose center was considered to be a center of
activation function of a neuron. We also supposed that after K-means performed, weights should have
been located near the global minimum of the error function and lower number of epochs were
supposed to be used for network training.

The values of centroids were used as an initialization values of weight vector w. To find the weights
w . or centres of activation functions we used the following adaptive (learning) version of K-means
clustering algorithm for s clusters:

Step 1. Randomly initialise the centres of RBF neurons

clV
J ’j:1’2’ "'lS (15)

where s represents the number of chosen RBF neurons (clusters).
Step 2. Apply the new training vector

®
X202 (X X X)), (16)

®
Step 3. Find the nearest centre to and replace its position as follows

(t+1) (t) t A
O S T TG (17
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where A(t) is the learning coefficient and is selected as linearly decreasing function of t by A(t) = Ae(t)
(1 - t/N) where Ao(t) is the initial value, t is the present learning cycle and N is number of learning
cycles.

Step 4. After chosen epochs number, terminate learning. Otherwise go to step 2

The above learning method based on the clustering algorithm is regarded as one of the granular
method presenting the bottom-up granulation (see [40]). Input vectors are combined into larger
overlaping granules (clusters) described by cluster’s centres and the standard deviations.

Since back-propagation also features some other problems such as “scaling problem™ we decided to
implement genetic algorithm as an learning technique for our RBF neural network too. Therefore, in
our implementation of ANN, back-propagation was altered by the genetic algorithm (GA) as an
alternative learning technique in the process of weights adaptation. Adopted from biological systems,
genetic algorithms, which are algorithms for optimization and machine learning, are stochastic search
techniques that guide a population of solutions towards an optimum using the principles of evolution
and natural genetics [41). They are based loosely on several features of biological evolution [42]),
have become a popular optimization tool in various areas. They require five components to be met
[43]:

1. A way of encoding solutions to the problem on chromosomes. In the original genetic
algorithm an individual chromosome is represented by a binary string. The bits of each string
are called genes and their varying values alleles. A group of individual chromosomes is called
a population.

2. An evaluation function which returns a rating for each chromosome given to it.
3. A way of initializing the population of chromosomes.

4. Operators that may be applied to parents when they reproduce to alter their genetic
composition. Standard operators are mutation and crossover (i.e. recombination of genetic
material).

5. Parameter settings for the algorithm, the operators, and so forth.

Genetic algorithms are characterized by basic genetic operators which include reproduction, crossover
and mutation [44]. Given these genetic operatos and five components stated above, a genetic
algorithm operates according to the following steps [45]:

1. Initialize the population using the initialization procedure, and evaluate each member of the
initial population.

2. Reproduce until a stopping criterion is met. Reproduction consists of iterations of the following
steps:

a) Choose one or more parents to reproduce. Selection is stochastic, but the individuals with the
hightest evaluations are usually favored in the selection.

b) Choose a genetic operator and apply it to the parents.

c) Evaluate the children and accumulate them into a generation. After accumulating enough
individuals, insert them into the population, replacing the worst current members of the
population.
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When the components of the genetic algorithm are chosen appropriately, the reproduction process
should continually generate better children from good parents. The algorithm can then produce
populations of better and better individuals, converging finally on results close to a global optimum.
Additionally, GA can efficiently search large and complex (i.e., possessing many local optima) spaces
to find nearly a global optima [45]. In addition to that, genetic algorithm does not have the same
problem with scaling as back-propagation. One reason for this is that it generally improves the current
best candidate monotonically. It does this by keeping the current best individual as part of their
population while they search for better candidates. Moreover, supervised learning algorithms suffer
from the possibility of getting trapped on suboptimal solutions. Genetic algorithms are generally not
bothered by local minima. The mutation and crossover operators can step from a valley across a hill to
an even lower valley with no more difficulty than descending directly into a valley. So GA enables
the learning process to escape from entrapment in local minima in instances where the back-
propagation algorithm converges prematurely.

To create a genetic algorithm, a number of parameters was required: a method of encoding
chromosomes, the fitness function used to calculate the fitness values of chromosomes, the population
size, initial population, maximum number of generations, selection method, crossover function,
mutation method. The implementation of the genetic algorithm we used for weight adaptation was as
follows. The chromosome length was set according to the formula: D * s + s, where s is the number
of hidden neurons and D is the dimension of the input vector. A specific gene of a chromosome was a
float value and represented a specific weight in the neural network. The whole chromosome
represented weights of the whole neural network. The fitting function for evaluating the chromosomes
was the mean square error function (MSE). The chromosome (individual) with the best MSE was
automatically transferred into the next generation. The other individuals of the next generation were
chosen as follows: By tournament selection individuals were randomly chosen from the population.
The fittest of them was then chosen as a parent. The second parent was chosen in the same way. The
new indiduals was then created by crossover operation. If the generated value from <0,1) was lower
than 0.5 the weight of the first parent at the specific position was assigned to the new individual.
Otherwise, the new individual received the weight of the second parent.

4 Results and Discussion

For volatility (variance) modelling we followed several studies in the literature (see [46][47][48]) and
measured the volatility of EUR/GBP currency by its squared daily first differences:

ol = A, (18)

In our tests, we used one-step-ahead, frequently called as static, forecasts, i.e. the horizon of
predictions was equal to one day. As we said, we used MSE (Mean Square Error) and RMSE (root
mean square error) numerical characteristics for assessing all models.

Firstly, we estimated and tested the ARCH(4) model for volatility defined in (11). However, we also
tested some other statistical models modelling conditional variance such as GARCH(1,1) model [2)
which is supposed to be so-called universal model in financial domain. We also tested
EGARCH(1,1,1) defined in (8). Important to remember that the estimation of these models was only
based on 1306 in-sample observations, in order to make ex-ante predictions with remaining 1304
observations. We used the Marquardt optimization procedure for finding the optimal values of
ARCH/GARCH parameters. Initial values of parameters were counted using Ordinary Least Squares
(OLS) method and these values were then optimized by iterative process constisted of 500 iterations.
Convergence rate was set to 0.0001. The forecasting ability of particular networks was measured by
the MSE criterion of ex post forecast periods (validation data set).
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As for models based on neural networks, we implemented three models, each of them was an
implementation of feedforward neural network of RBF type [34]. In addition to that we implemented
three different optimization techniques for adaptation of weights (parameters) of this network —
genetic algorithm, standard back-propagation algorithm (BP) as well as a combination of K-means
clustering combined with the back-propagation (KM+BP). We implemented all of these algorithms
and models by ourselves using the JAVA programming language. The approximation as well as
forecasting results measured by MSE were calculated analogously as in the case of ARCH/GARCH
models.

As for the inputs into our ANN models, we used the information from the statistical models,
particularly from ARCH(4). Looking at the equation of the ARCH(4) model we knew that the
conditional variance was dependent on the previous four lagged squared residuals. Therefore we used
this information to construct a hybrid neural network (so called ARCH-RBF neural network) which
used the residuals from ARCH(4) model to compute the outputs (variance). This approach is shown in
Figure 9.

variance

{}
PTTT

squared residuals
from ARCH(4) model

Figure 9: The suggested and implemented model of ARCH-RBF neural network.

For adaptation via BP we used learning rate of 0.1, 0.05 respectively. As for adaptive K-means, we
used 10000 cycles and the learning rate of K-means adaptation was set to 0.1, 0.05 respectively. The
number of clusters was set to the number of hidden neurons.

We also tested several configurations of genetic algorithms with different population size, different
mutation rates as well as size of the first choice process. For this particular data the best mutation rate
showed to be 0.1, 0.2 respectively. If performed, the specific gene (weight) of a chromosome was
changed to a random value. The best population sizes were 500 and 1000 individuals. The first choice
crossover was set with probability p;=0.02 and the second one with p, = 0.5. The results for in-
sample predictions are stated in Table 1 and results for out-of-sample predictions (ex-post
predictions) are stated in Table 2.

Table 1: Prediction accuracy of tested models measured by MSE (in-sample predictions).

Learning method

RBF configuration RBF (BP) RBF(KM) RBF (GA)

4-3-1) 5,3664*10°  2,4832*10°  25547*107°
4-5-1) 46933*10°  2,2493*10%°  2,4505*10%°
4-7-1) 2,6660*10%°  1,9481*10°  55255*107°
(4-10-1) 1,6411*102  4,5823*10°  3,0536*10%°

Error Distribution

Statistical model Gaussian Student GED
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ARCH(4) 2,2350*10°  2,2360*10°  2,2353*10°°
GARCH(1,1) 2,1718*10%  2,1726*10™°  2,1722*10°°
EGARCH(1,1,1) 2,1644*10"  2,1642*10™°  2,1643*10°

Table 2: Prediction accuracy of tested models measured by MSE (out-of-sample predictions).
Learning method

RBF configuration RBF (BP) RBF (KM) RBF (GA)

(4-3-1) 41471%10°  3,9282*10°  4,2028*10°
(4-5-1) 41590*10°  4,2222*10°  4,1587*10°
4-7-1) 4,2156*10°  1,1480*10°  4,1170*10°
(4-10-1) 4,5086*10°  7,8121*10°  4,9923*10°

Error Distribution

Statistical model Gaussian Student GED
ARCH(4) 3,8203*10°  3,8054*10°  3,8143*10°
GARCH(1,1) 3,5058*10°  3,5175*10°  3,5099*10°

EGARCH(1,1,1) 3,4809*10°  3,4836*10°  3,4851*10°

The standard back-propagation algorithm for weights adaptation showed to be a weakness of the
network. The convergence was really slow (cca 5000 epochs) and in addition to that, resulting from
many experiments with learning rate and the initialization by random weights, it generally converged
to any local minimum on the error surface. Therefore there was no guarantee that the algorithm would
converge to global minimum. In addition, this algorithm was very dependent on the initialized random
weights. Due to this, generally a lot of more epochs was needed to achieve reasonable accuracy
compared to K-means + BP.

Bearing in mind these disadvantages of BP, we also tested K-means, that was used in the phase of
non-random initialization of weight vector w performed before the phase of network learning. Besides
lower MSE at lower configurations of hidden neurons (three, five), another advantage of using K-
means upgrade (but also GA) was the consistency of predictions. The standard deviation of these
methods was uncomparably lower than the standard deviation when using the standard back-
propagation. Moreover, the biggest strength of K-means was in the speed of convergence of the
network. Without K-means, it took considerably longer time to achieve the minimum. However, when
the K-means was used, the time (number of epochs) for reaching the minimum was much shorter (cca
500 to 1000 epochs). Therefore, the advantage of using K-means together with back-propagation is in
the speed of adaptivity rather than in better predictions. However, one must bear in mind that K-
means is a relatively efficient algorithm only in the domain of non-extreme values. Otherwise, other
advanced non-hierarchical clustering algorithms must be used.

Having tested also genetic algorithm in weights adaptation, we found out the convergence was also
considerably faster than at back-propagation. In addition to that, genetic algorithm did not have the
same problem with scaling as back-propagation. One reason for this is that GA generally improves the
current best candidate monotonically. It does this by keeping the current best individual as part of
their population while they search for better candidates.

However, the acuuracy results were not very different from the other two optimization techniques; in
some cases the optimization methods based on BP were even more accurate. As according to the
theory, genetic algorithms are not bothered by local minimum problem (since the algorithms operate
on a population instead of a single point in the search space, they climb many peaks in parallel and
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therefore reduce the probability of finding local minima) such as BP and as GA are also especially
capable of handling problems in which the objective function is discontinuous or non differentiable,
nonconvex, multimodal or noise; we expected better results than we got. This could, however, be
caused due to non-optimized parameters of GA. Except for our experiments and tests with the best
configuration of GA parameters, we also tested the optimization procedure stated in [49] which was in
our case not very helpful. Maybe, testing some other optimization procedure for the best parameters
of GA would lead to better results of genetic algorithm. The second reason could be that the standard
unbiased crossover function was used. The biased crossover function stated in [45] could enhance our
solution.

It is also to mention that the best results were achieved with lower number of neurons. Following
from that one can deduce that for remembering the relationships in this time series it is enough to use
smaller number of hidden neurons.

The final comparison of statistical as well as neural networks models is stated in Table 3.

Table 3: Final Comparison of out-of-sample (ex-post) predictions.
Numerical characteristics

Model MSE E RMSEE  Rank
RBF (4 - 3-1) (BP) 4,1471%10°  0,00006439 6

RBF (4-3-1) (KM)  39282*10°  0,00006267 4
RBF (4-7-1)(GA)  41170*10°  0,00006416 5
ARCH(4) (Student) 3,8054*10°  0,00006168
GARCH(1,1) (Gauss) 3,5058*10°  0,00005920
EGARCH(1,1,1) (Gauss) ~ 3,4809*10°  0,00005899

PN W

Deducing from Table 3, we can say that on the validation set the best results were achieved with
EGARCHY(1,1,1) model. On the other hand, the worst results were achieved with RBF neural network
combined with the standard back-propagation algorithm. However, the differences between the results
were very small and the difference in results between the best and worst model is only about nine per
cent.
Following from that, our suggested RBF hybrid neural network combined with ARCH inputs showed
to be an efficient and accurate way of forecasting conditional volatility in financial domain. But,
generally speaking, the statistical models achieved a little bit higher accuracy than the neural networks
models. However, the difference was very small and the results were almost of the same accuracy.
However, the achieved ex post accuracy of ARCH-RBF (best RMSE = 0.00006267) is still
reasonable and acceptable for use in forecasting volatility which plays an important role in managerial
decision processes in the finance area. Moreover, a little bit worse results of neural network models
can be the result of the following factors:
e non-optimized parameters of genetic algorithm, which could cause a little bit worse final solution
than expected
o back-propagation as the non-ideal optimization
technique for parameters optimization
e The non-ideals inputs coming from the statistical ARCH(4) model
The data we chose for our experiments were not “representative”. One can not eliminate the
assumption saying that if we used other data for our experiments the neural network models
would outperform the ARCH/GARCH models.

Coming from that, there are more options of how to upgrade this model in the future:
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1) We could better ,,optimize” the parameters of genetic algorithm. We could apply other known
optimization procedure than [49] into our neural network models. It could improve the solution quite
alot.

2) Apart from the standard back-propagation algorithm it would be reasonable to use and
implement the more advanced version of this algorithm (to avoid the imprisonment in the local
minum). We could use some of the versions of adaptive back-propagation.

3) Probably the outputs of the neural network models would be more accurate if we did not use
the inputs from ARCH model. We could use only the information from ARCH model and the
residuals would come from the RBF itself. It could be done by implemeting a version of recurrent
ARCH-RBF neural network.

4) Probably, even better results could be achieved by implementing the recurrent RBF neural
network based on GARCH model, not ARCH (so called recurrent GARCH-RBF).

5) The RBF model could be enhanced by implementing error-correction part, i.e. smoothing the
error (residual) of the RBF neural network by using m-period weighted or exponential or simple
moving average such as:

& —e +u,, u, ~iid(0) (19)
and

0 =Y 0, 30 =1 (20)
i=1

i=1

5 Summary

The main reason for forecasting volatility for risk managers is that volatility is extremely important. It
is due to the fact that a large part of risk management is measuring the potential future losses of a
portfolio of assets (and volatility modelling provides a simple approach to calculating value at risk of
a financial position in risk management. In this paper, we investigated the modelling of volatility
dynamics of EUR/GBP exchange rate differences. We examined two types for volatility forecasting —
the models based on statistics and neural network models. We evaluated the effectiveness of various
volatility models with respect to forecasting market risk in the exchange rate market, EUR/GBP more
specifically. While there is a stream of literature examining performance of models for volatility
based on statistical approach, this is a pioneer study to particularly focus on forecasting volatility with
neural networks.

For all our tests, the data were divided into training set and validation set. The models were quantified
only on training set and then they were tested on out-of-sample prediction interval to evaluate their
prediction power. The out-of-sample period, that has been tested in this study contained data from
November, 1, 2008 to October, 31, 2013. The reason for doing that was that models that perform well
in the considered out-of-sample period may well underperform in future periods, particularly when
market conditions change. Both in-sample and out-of-sample forecasts were evaluated using statistical
summary measures of model’s forecast accuracy.

We evaluated three most common statistical models for volatility forecasting — the universal GARCH
model, the basic ARCH and EGARCH model which is able to model leverage effects. In addition to
that, all three models were evaluated with Gaussian, Student and GED error distributions.

In case of models based on neural network approach, we suggested new model for forecasting
volatility with neural networks — the ARCH-RBF neural network. We used the proxy metrics to
calculate the actual volatility and so we were able to implement the neural network with inputs from
the quantified ARCH model and developed the new approach for forecasting volatility. Moreover, we
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constructed ARCH-RBF neural network with three different types of optimization techniques. Except
for the standard back-propagation, we combined an K-means clustering into the RBF to achieve
higher accuracy of the network. Both of the algorithms were used in the process of adapting weights
of the network. The reason for incorporating other algorithms into the network was that the back-
propagation was considered a weakness of the RBF. In addition, we also eliminated the back-
propagation algorithm by using the genetic algorithm instead. In the final comparison of the selected
optimization techniques both of these upgrades showed to be helpful in the process of creating more
accurate forecasts of volatility and they should be definitely used instead of the standardy back-
propagation.

According to results we achieved, the statistical approach was better than the neural network models.
However, the differences in accuracy of volatility forecasting were very small. None of the considered
models performed significantly better than the rest with respect to the considered criteria. So the
achieved ex post accuracy of ARCH-RBF neural network models is still reasonable and acceptable for
use in forecasting systems that routinely predict volatility in managerial decision processes in the
financial domain. Moreover, a little bit higher error could be caused by non-optimizing parameters of
genetic algorithm, non-ideal inputs of ARCH model or just due to type of data we used.

On the other hand, there is definitely a reason for using ARCH-RBF neural network in the domain of
volatility forecasting as this model showed to be a good tool in volatility forecasting. Neural networks
are capable of providing information in the form of forecasts with an acceptable degree of uncertainty.
They are relatively fast and have the ability to generalize. Moreover, the ARCH-RBF has such
attributes as computational efficiency, simplicity, and ease adjusting to changes in the process being
forecast. ARCH/GARCH models require more costs of development, installation and operation in a
management system, management comprehension and cooperetion, and often a lot of computational
time.

Finally, accuracy of our suggested model could be improved by upgrading the model by some of the
upgrades we discussed in the Results & Discussion chapter (such as recurrent version of ARCH-RBF,
GARCH-RBF, Error-correction RBF, etc). There is a strong assumption that this upgrade can cause
this model to have even a great accuracy advantage over the statistical models. We leave the
investigation of these issues to future work.
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7 APPENDIX

Table 4. Unit root tests of EUR/GBP.
Test Original series [p-value] 1* differences [p-value]
Augmented Dickey- 0 -1.042297 0) -36.08501
Fuller
[0.9225] [0.00001
() -0.282886 () -36.10204
[0.92491 [0.00001
() -1.408858 () -36.13347
[0.8583] [0.0000]
Phillips-Perron 0 1.169134 0 -36.23934
[0.9381] [0.0000]
(I -0.067288 () -36.28507
[0.95101 [0.00001
(I -1.123755 ) -36.37293
[0.9017] [0.0000]
Test Window |Spectral estimation method
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Bartlett kernel Quadratic spectral kernel
Original series Returns Original series Returns
() (1) () (1) () amy —(an (1)
(PSS Newey- |2.057885 |0.738516 (0.281293 (0.060591 [4.078739 |1.4573 |0.265212 |0.056470
West (0.463) |(0.146)  |(0.463)  |(0.146)  |(0.463) o (0.463)  |(0.146)
(N 1AR)
Ho: 0.706988 [0.153498 [0.229661 [0.048072 |2.538563 [0.2234 |0.229661 [0.047929
Andrews 34
Stationary (0.463)  |(0.146)  |(0.463)  |(0.146)  |(0.463) (0.463)  |(0.146)
Elliot- Newey- |19.93783 |28.96699 |0.048644 (0.182369 [18.89474 |27-414 10,045855 |0.169872
Rothenber West 43
g-Stock (3.26) (5.62) (3.26) (562)  |(3.26) 5.62) (3.26)  |(5.62)
He: unit 16.47829 |23.99466 |0.039740 |0.145021 [16.47612 |23-995 0039744 (0.145054
0 Andrews 56
root (3.26) (5.62) (3.26) (562)  |(3.26) 562) (3.26)  |(5.62)
(1): model without constant and deterministic trend (5%6)
(11): model with constant and without deterministic trend (5%)
(111): model with constant and deterministic trend (5%b)
Table 5. ACF and PACF of EUR/GBP 1% differences.
Autocorrelation Fartial Correlation AC FAC Q-5tat  Prob
Il I 1 -0.001 -0.001 0.0006 0.980
Ul f 2 -0.042 -0.042 22682 0322
if il 3 -0.064 -0.064 76254 0.054
! i 4 0019 0017 81118 0.088
i i 5 0.016 0.010 84325 0134
[ ([ 6 -0.009 -0.012 85504 0.200
Ul f 7 -0.035 -0.032 10.154 0.180
i [ 8 -0.017 -0.017 10547 0.229
il g 9 -0.032 -0.037 11.874 0.221
i i 10 0.062 0.057 16.974 0.075

Table 6. Normality tests on distribution of residuals (first differences) and other main
characteristics.

Skewness Kurtosis J.B. A.D. ARCH-LM
statistic
0.217321 4.890953 204.7010 6.802221 11.64566
[0.0000] [0.0000] [0.0000]

J.B. Jarque-Bera statistic, A.D. Anderson-Darling statistic
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Table 7. BDS test results on the series of AR(0) residuals.

Method of Fraction of Pairs

Standard Deviations Method

Dimension BDS Statistic  z-Statistic Prob. BDS Statistic  z-Statistic Prob.
2 0.013801 5.920452 0.0000 0.007255 4372953 0.0000
3 0.027191 7416893 0.0000 0.0087849 5552197 0.0000
4 0.034976 8.095958 0.0000 0.0069649 6.147398 0.0000
5 0.038974  B.746172 0.0000 0.004469 6.285917 0.0000
G 0.037880 3.906903 0.0000 0.002525 6117297 0.0000
7 0.035050 0.087935 0.0000 0.001372 6.022175 0.0000
3 0.030937 9171206 0.0000 0.000704 5800715 0.0000
9 0.026972 9.391910 0.0000 0.000367 5824369 0.0000
10 0.023471 9.802340 0.0000 0.0001490 5928569 0.0000
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Table 8. Correlogram of squared residuals (1* differences).

Autocorrelation Partial Carrelation

AC

FAC  Q-Stat

Prob

T OO0 OO O

u
u
u|
1
I
1
1
)
)
I

0.155
067
0.186
0.150
0.092
0.119
0114
0101
0.096
0.082

Lo I e w R I o N MR W Y L Y

—h

0155 31.528
0147 65199
0147 11335
0.082 14297
0021 15419
0.054 17265
0.052 189.84
0.040 20315
0033 21527
0016 22409

Table 9. ACF and PACF of AR(0)-ARCH(4) residuals.

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

Autocarrelation

Partial Carrelation AC

PAC  Q-Stat

Praob

I
I
I
I
I
I
I
I
I

1

e e, e —  — e e —

1]
0
0
1]
Il
Il
0
0
ifl
1l

Lo I o LY R T o 3 Y S TR I L

Table 10. Characteristics of ARCH(4) model.

0025 0025 07866 0375
-0.037 -0.038 26186 0.270
-0.043 -0.041 49818 0173
0023 0024 56669 0.225
0012 0008 58475 0321
0.000 -0.000 528475 0440
-0.033 -0.031 7.2797 0.400
-0.032 -0.030 85939 0.378
-0.049 -0.080 11.732 0.229
0.049 0047 14921 0135

Yariable Coefficient Std. Error -Statistic Prob.
Variance Equation
C 4 38E-06 2 892E-07 15.00211 0.0000
RESID{-1y"2 0.104930 0.025855 4058421 0.0000
RESID{-2y"2 0101053 0.028219 2.581006 0.0003
RESID{-3y"2 0150503 0.033467 4 497066 0.0000
RESID{-4"2 0.085457 0.022812 2.746185 0.0002
R-squared -0.000862 MWean dependent var 8.22E-05
Adjusted R-squared -0.003941 35.0. dependent var 0.002802
S.E. of regression 0.002808 Akaike info criterion -9.001033
Sum squared resid 0.010248 Schwarz criterion -8.9812049
Log likelinood A878.174  Hannan-Cluinn criter. -5.9935497
Durbin-\Watson stat 1.889299
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Abstract

The reliability is an essential quality attribute of contemporary software. The analysis of software
reliability is governed by formal analytical models whose accuracy depend strongly on the estimation
of their input parameters. This paper aims to investigate the practical limitations of failure parameter
estimation methods. Total of 11 methods is applied in a case study of the Mozilla Firefox software.
Discovered issues pertaining to the application of the methods are discussed and possible
improvements are outlined.

Keywords
software reliability, parameter estimation, data collection, testing, growth models, metrics, open
source, software architecture, Mozilla Firefox

Abstakt

Spolehlivost je atribut zakladni kvality moderniho software. Analyza spolehlivosti softwaru se 7idi
formalnimi analytickymi modely, jejichz presnost zavisi silné na odhadu jejich vstupnich parametrii.
Tento prispévek se snazi zkoumat praktické omezeni metody odhadu parametrii selhani. Celkem 11
metod se aplikuje v pripadové studii Sofiware Mozilla Firefox. Jsou probrany zjisténé problémy
tykajici se pouZivani metod a mozné zlepSeni jsou uvedeny.

Klicova slova
spolehlivost softwaru, odhad parametrt,, sbér dat, testovani, modely rdstu, metriky, open source,
softwarova architektura, Mozilla Firefox

1 Introduction

An ever increasing portion of human activities is becoming dependent on computer systems. In many
cases, a software failure can endanger human lives or cause extensive monetary losses. Therefore, the
issue of software quality has been receiving a growing attention. In software engineering, reliability is
the quality attribute associated with software failures. Over the last decades, many formal models for
reliability analysis have been proposed. However, no matter how advanced the models are, the quality
of their results is critically influenced by the quality of the input data and the accuracy of model
parameters.

In our previous work [16], we investigated which data sources and methods can be utilised to estimate
failure parameters of software architecture-based models. Many of the methods identified in [16] been
introduced decades ago with different types of software and development processes in mind.

The goal of this paper is to build upon our work by evaluating the applicability of these methods on a
contemporary large software system and identify their practical limitations.

The contribution of this paper is the assessment of challenges which the practitioners of the software
reliability analysis have to overcome. This information might guide the selection of suitable failure
parameter estimation methods based on the available data sources. Moreover, it can help to set up the
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software development process so that the important data for given methods are collected in sufficient
amount and quality.

In the case study, we consider multiple distinct failure parameter estimation methods which makes our
work unique among others in the domain of software reliability analysis.

The paper is structured as follows. Section 2 gives an overview of related work in the area of failure
parameter estimation, Section 3 provides necessary background in software reliability, Section 4
describes the classification of methods for failure parameter estimation, Section 5 details the case
study, Section 6 discusses the results of the case study. Finally, Section 7 conludes the paper.

2 Related Work

There are several publications that discuss methods for failure data collection. First, there are authors
who have surveyed the methods for failure parameter estimation and data collection. However, the
scope of these papers is usually limited to a single domain of parameter estimation methods. Also the
practical restrictions of the discussed methods are often not considered.

Dimov et al. [10] focus on the testing methodologies used in reliability analysis but they do not
discuss how the testing data can be transformed into failure parameters. Murphy et al [26] provide an
overview of data collection methods based on customer-related data, such as questionnaires, customer
service calls or bug reports. However, they do not explain if and how the methods could be used to
derive reliability model parameters. The Handbook of Software Reliability by Lyu [22] is a
comprehensive source of both theoretical and practical knowledge on reliability analysis processes
including the data collection and parameter estimation. Nevertheless, it has been published nearly two
decades ago and focuses predominantly on black-box models and testing.

Second, there are papers, which introduce new reliability model, such as [8, 3]. Although they contain
case study sections and they outline the parameter estimation, the proposed models are often applied
on artificial examples and the consideration of practical issues is neglected.

On the other hand, there are large case studies [20, 16, 30], which attempt to perform detailed
architecture-based reliability analysis and also discuss potential shortcomings of the whole process.
The drawback of the current work is their limited selection of failure parameter estimation techniques.
Our work attempts to complement them by evaluation of variety of data sources and parameter
estimation methods.

Koziolek et al. [20] used a combination of bug report analysis and software reliability growth models
in analysis of a complex industrial system. They also briefly mention other possible methods for
parameter estimation, but they are not applied in a case study.

Popstojanova et al. [16] performed another large case study. They used the fault injection together
with input domain model and utilized data from change logs to estimate the software parameters.
Furthermore, they discussed validity of various simplifying assumptions that are often made during
the reliability analysis.

Nguyen et al. [30] inspects their experience with unsuccessful application of SRGMs. They point out
the limitations of the models with respect to the quality of input data.

3 Reliability Analysis

This section gives overview of basic principles and definitions used in software reliability analysis
domain.
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3.1 What is Reliability

Throughout the literature, the exact definition of reliability varies from source to source. According to
the standard IEEE 1633-2008 [1] the reliability is defined as: "The probability that software will not
cause a failure of a system for a specified time under specified conditions."

In practice, we can encounter other definitions depending on a type of software application. The first
definition of reliability is more useful for terminating applications, which act on user request.
Sometimes, it is also called reliability on demand. For continuously running applications (such as
embedded software), the reliability can be defines as "The failure intensity during specific time
interval™ (i.e. rate of failure occurrence for a given period of time) [22].

3.2  Reliability Models

In the domain of software reliability analysis, great number of formal models have been proposed so
far [19]. Based on their view of the system, they can be broadly classified into two categories.

The black-box reliability models analyse the reliability of the whole application while ignoring its
internal structure. They are employed in later stages of software development or they are used on
systems that are already deployed. They focus mostly on quantification of failures and down-times.
Their main representative are the Software reliability growth models (SRGMs).

The white-box reliability models (also called architecture-based models) consider internal structure of
an analysed software in terms of individual components, interfaces and possibly the deployment
hardware. Compared to the black-box models, they offer several advantages. First, they can be used in
earlier stages of software development, especially at design time when the crucial decisions about the
application architecture and implementation are made. They can be used to identify critical
components that have the highest impact on overall application reliability. Additionally, it is possible
to use them for what-if analysis to compare different architectural design decisions. The most
advanced models are for example Palladio [4], scenario-based model by Yacoub et al. [33] or the
model by Cheung [8].

We concentrate on the architecture-based models. Since the contemporary software is component-
based, the prevalent research in the reliability analysis is also the most significant in the area of
white-box models.

3.3 Reliability Model Parameters

The input parameters of architecture-based reliability analysis approaches can be classified into three
categories: the failure parameters, behavioural parameters and execution environment parameters.

Failure parameters

The failure parameters describe the failure behaviour of an element in question (whole system,
components, scenarios, methods etc.). Majority models use three types of failure models: The
probability of failure is the probability that software will cause a failure of a system or
component [22]. The constant failure rate is defined as the number of failure occurrences per unit of
time [14]. The time-dependent failure intensity is a rate of change of expected number failures with
respect to time [22].

Behavioural parameters

The behavioural parameters model the operational profile of the system. According to Musa [27], the
operational profile is a quantitative representation of how the system will be used. A whole
operational profile consists of multiple characteristics, such as customer profiles, user profiles or
functional profiles. The most typical representation of the operational profile in the architecture-based
models are the transition probabilities between components.
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Environmental parameters

The environmental parameters describe the execution environment in which the software is deployed.
It mainly consists of the hardware resources and network infrastructure. The reliability of the
hardware resources tends to be expressed via the Mean Time To Failure (MTTF) and Mean Time To
Repair (MTTR) attributes. Reliability in networks may be defined either as a probability of successful
communication between a specified pair of nodes within the network, or as the ratio of correctly
delivered data.

In our work, we focus on the failure class of parameters because we consider them to be the most
challenging to estimate. They can be obtained from the largest variety of data sources and methods.
The behavioural parameters can be reasonably estimated only by monitoring the user behaviour and
collecting usage statistics from profiling. The environmental parameters are only rarely considered by
the architecture-based reliability models and they are usually supplied by the hardware vendors and
infrastructure providers.

4 Methods For Failure Parameter Estimation

This section provides an overview of the failure parameter estimation methods. Based on a more
detailed analysis of these methods in our previous work [6] we devised a classification framework
depicted in Figure 1. Each of the methods belongs to one of the seven categories on the left. For each
category we distinguish three relevant dimensions:

o WHAT - Reliability model parameters. This dimension describes what kind of data the
techniques collect or estimate based on the parameters of architecture-based reliability
prediction models that shall be constructed. It can be either probability of failure or constant
failure rate or time-dependent failure intensity (see Section 3.3).

e WHERE - Sources of data collection. This dimension characterizes the information sources
exploited by the data collection techniques, i.e. where the analysed data comes from. There is
a variety of data sources that are available across the whole development life-cycle. The
design-time artefacts are typically represented by UML models. Late-stage artefacts are a
source code, change logs or testing suite. Runtime artefacts are produced during the execution
of the software and are represented by the coverage data, testing reports or application logs.
User data are information about the failures submitted by people as bug reports. Additional
data might be obtained from the previous versions of the software. In theory, the third party
commercial off the shelf components (COTS) might be already certified for a certain
reliability level. If none of the above is available, the information provided is often used.

e HOW - Collection process. This dimension represents the activities contributing to the data
collection/estimation process, i.e. how the data collection techniques obtain and process the
data. The process can comprise measurement activities, such as test executions, simulation or
data filtration, the metrics collection activities and analytical activities which involve using
mathematical functions and models to transform input set of parameters to the reliability-
relevant estimates.
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Figure 1: A classification scheme for failure parameter estimation methods

| Test code coverage l e

4.1  Input domain methods

The input domain techniques are based on random testing driven by the knowledge of system
operational profile. First, the test cases are developed or generated according to a known distribution
of the input elements (i.e. operational profile). Next, the sampled test cases are executed and the
number of failed tests is recorded. Resulting ratio of number of failures to the total number of
executions serves as an estimate for probability of failure. Depending on the test cases, we can use
them to compute the probability of failure for the whole application (e.g. in case of functional testing
suite), its components (if each component has separate test cases) and event the individual methods
(e.g. unit tests).

The simplest method is the Nelson's model [29]. If the testing reveals no failures, the models based on
Bayesian framework, such as the Miller's model [24] are more suitable.

4.2  Software reliability growth models

The basic idea behind the SRGMs is simple: If the history of fault detection and removal follows a
certain recognizable pattern, it is possible to describe the mathematical form of the pattern. The
function that represents this pattern is called mean value function m(t), which is a cumulative number
of faults detected by given time t. If we are able to fit it to the existing historical fault detection data,
we can predict the future failure behaviour of a software. The derivation of the mean value function
results in the time-dependent failure intensity.

Throughout the last 50 years, over 100 SRGMs have been introduced. The most common examples
are the Goel-Okamoto model, S-shaped model or Littlewood-Verall model [22].

4.3  Test code coverage models

Test code coverage is a measure that describes the degree to which certain elements of the source
code have been tested. In general, the methods based on the code coverage employ the same principle
as SRGMs. They also use the mean value function to express the cumulative number of faults in given
time that can be transformed to failure rate function. In fact, they usually use the same mean value
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functions as SRGMs. The difference is that the parameters of these functions are estimated from the
collected coverage data.

The general approach of relating the coverage growth to the reliability growth was described by
Gokhale and Trivedi [15].

4.4  Analysis of application logs

The parsing of application logs is a popular approach for failure data reconstruction, which may be
also employed for reliability-model parameter estimation. The logs are often voluminous, containing
much information irrelevant from the reliability point of view. Hence the log files must be filtered
first. Afterwards, the remaining entries are scanned to produce traces of system and user’s failure
related behaviour.

Unfortunately, a formal specification of the log parsing and filtration procedures have been missing so
far. The exception is the method for analysis of web server application logs proposed by
Banerjee et al. [2].

4.5  Analysis of bug reports

In a number of works, bug tracking databases have become an essential source for failure data
collection [20, 34]. The reliability-model parameter estimation process in these approaches typically
consists of two phases, where the first filters and analyses bug reports to collect raw failure data,
which is then injected into an analytical model to compute the expected parameter values. The latter
phase is most commonly based on Software Reliability Growth Models (SRGMs).

There are three distinct methods in this category. The method by Koziolek et al. [20] focuses on
filtration of the reports so that they adhere to the assumptions of the SRGMs. Brosch's [5] approach is
based on qualitative analysis of the reports. The model by Nakagawa et al. [28] revolves around the
classification of the reports according to their complexity.

4.6  Fault injection

A fault injection is a multi-purpose technique that is used for simulating events or conditions that are
difficult to observe otherwise. The program with injected faults is usually examined to evaluate the
fault propagation, latency, fault recovery mechanisms or test effectiveness in connection with
mutation testing. The fault injection can be performed manually, which can be cumbersome in larger
applications or it can be automated, for example by executing newer versions of the test cases on the
older versions of the software [16].

A fault injection does not result in failure parameters on its own. It needs to coupled with either
SRGMs [7] or input domain models [16]. Another application of fault injection are the capture-
recapture models represented namely by Mill's hypergeometric model [25].

4.7  Metrics

There are several ways of how metrics can be leveraged to estimate values of failure parameters. First
is the model incorporating the defect density metric to produce the failure rate parameter [11].

Another technigue is called GERT which is both automated tool for collecting mostly source code
related metrics and also a linear regression model for estimation of failure probability for the whole
application or its parts [9].

For the early quality analysis of the software, the object oriented (OO) metrics have been developed
and they can be used to estimate the risk-based reliability of a system or its components [17].
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Finally, when the relationship between various metrics and their impact of failure parameters is
uncertain and when a great of deal of expert knowledge is involved, the Bayesian Belief Network
(BBN) models seem most appropriate [31].

5 Case Study

In this section, we demonstrate the applicability of the methods analysed in [6]. We discuss the
challenges and limitations we encountered during our experiments. The case study is based on the
Mozilla Firefox web browser. First, we describe its architecture and available data sources. The rest of
the section is devoted for the individual categories of failure data collection and parameter estimation
methods.

5.1 Mozilla Firefox

Mozilla Firefox [13] is a free multi-platform open source web browser that is being developed by
Mozilla Corporation. Presently, it is ranked as the third most popular web web browser with almost
500 million users worldwide.

Architecture

The architecture of the Firefox is component-based and follows the layered architectural pattern. It
provides interfaces from higher level components to interact with components on lower levels. The
layered approach also allows components to be developed independently on each other. Moreover,
since all interaction is done through interfaces only, one component implementation can be replaced
with another without affecting the rest of the application. The Firefox’s architecture consists of the
following components (for graphical representation, see Figure 2):

e User Interface (Ul) - provides means for user interaction with browser engine. It offers
standard features the user might expect from a web browser, such as toolbars, printing,
downloading etc. It is implemented with a set of packages named XPToolkit.

e Browser and rendering engines - the browser engine is responsible for initiating high-level
browsing actions, such as loading the URL, reload page, etc. The rendering engine produces
the visual representation of the web page. Some of its responsibilities like HTML, XML and
JavaScript interpretation are delegated to lower-level components. In Firefox, both engines
are part of Gecko component.

e Data persistence - manages local storage of user and browser data. It uses custom Storage
API for interaction with internal SQL database.

¢ Networking - handles the communication and security over the network protocols, such as
HTTP and FTP. In Firefox, all network related services are implemented by a Necko module.

e JavaScript interpreter - executes JavaScript code located within a webpage. The results are
passed to the Gecko component. It is implemented by SpiderMonkey engine.

e XML parser - it is responsible for parsing of XML data. The Firefox uses various XML
dialects. XUL is used for construction of user interface. RDF is used for data storage and the
XPCOM for management of component objects. The Firefox utilises third-party XML parser
Expat
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Figure 2: Overview of the Firefox’s architecture [16]

Available data sources
Since Mozilla Firefox is a large open source application with an active community of developers, it
offers variety of publicly available data sources:

Design time artifacts — the official documentation and related Mozilla knowledge portal do
not contain design time UML diagrams. However, the project schedule is being maintained
that shows dates of past and planned future releases. This information was leveraged in bug
filtering for SRGM application.

Late stage artefacts — the source code of the Firefox is available and is well maintained. It
can be managed with the Mercurial and Github version control systems. Alternatively the
Mozilla provides the FTP access to current and past releases. The Firefox utilizes multiple
types of testing suites with high emphasis on testing automation. Since the source code is
maintained by multiple control version systems, the change logs are automatically generated.
They can be also accessed via web interface.

Runtime artefacts — the automated build system generates runnable night-builds based on
the most recent code in the repository. For testing and debugging purposes the developers are
encouraged to make their own customized builds of the code. The compilation is a time
consuming process, which depends on the HW configuration of the machine the code is built
on. In our case, the compilation times ranged from 66 minutes (CPU 3.3 GHz x3, 3GB RAM)
to 220 minutes (CPU 2.2 GHz, 1GB RAM). The build system also keeps track of the test
results for every night build. Until the February, 2013 also the weekly coverage reports
generated by the automated testing were stored. The measured coverage elements were the
line, function and branch coverages.

Previous versions or similar software — as was mentioned before, the Firefox employs
control version systems to manage the source code making the previous versions easy to
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access. Regarding the similar software, the web browsers are a specific category of software.
They all share common features, functionality and elements of user interface. Additionally,
modern web browsers are based on the same conceptual architecture [18]. The main
difference is usually the browser and rendering engine. Currently, the other most popular
browsers are the Google Chrome, Internet Explorer and Safari [32].

e COTS - the Firefox does not use COTS per se. However, some of its components can be
built as a stand-alone modules that can be reused in different applications. For instance the
Gecko engine is also used in Avant web browser [12] and many user interface elements are
shared among other Mozilla suite applications. On the other hand, Firefox incorporates the
Expat XML parser, which is a component being developed by a third party. None of these
components have been certified or evaluated separately with any quality attribute in mind.

e User Information — the bug reports are the main source of failure data. In Firefox, they are
managed by the Bugzilla bug tracking database. The bug reports can be submitted by both
developers and users. Currently, there is over 400,000 registered Bugzilla accounts. The
developers are required to follow specific guidelines when submitting a bug, thus trying to
prevent inconsistent or missing information. The data about operational profile are not
available.

o Expert knowledge — we are neither members of the Firefox development team nor we have
extensive knowledge of its implementation. While conducting this case study, we leveraged
only the available data sources and documentation.

52 SRGM

When applying SRGMs, we have basically two choices regarding the source of input data. First are
the failure reports obtained during the testing phase. The second are the problem (bug) reports that can
be used as a replacement if the testing failure reports are not available.

The Firefox development process is agile in nature and does not have a separate testing phase. The
testing is carried out regularly while the coding is still under way. Therefore, no separate long term
testing reports are being maintained. Instead, all discovered faults and failures are reported as bugs in
bug tracking database. Hence, we use the bug analysis approach for obtaining the input data for
SRGM:s.

Data filtration
First step is to filter the bug reports so that the input data correspond to the assumptions of SRGMs as
closely as possible. We followed the filtration scheme described in [20].

In the case study by Koziolek et al. [20], there were two components which did not have enough
related reports in the bug tracking database. Therefore, we also performed the analysis for individual
components according to the architecture outlined in Section 5.1. Since Koziolek et al. suggested we
should use reports for a particular release of the application, we performed the filtration for ten past
releases in order to identify the release that could provide us enough data.
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The results of out first attempt are shown in Table 1.

Release Ul Gecko Networking JS Engine XML Parser
20.0 0 7 1 2 0
21.0 0 2 0 3 0
22.0 1 9 0 4 6
23.0 0 14 0 5 2
24.0 2 2 1 10 1
25.0 0 5 3 1 2
26.0 0 2 0 1 1
27.0 0 3 1 0 0
28.0 1 2 0 0 0
29.0 0 1 0 0 0

Table 1: Counts of bug reports (critical and blocker severity) for particular releases and components

As can be observed, there is not enough data for any given component and given release. The most
bug reports can be attributed to the Gecko component and the release version 23.0. For instance, the
documentation of the CASRE tool recommends that there is data about at least 40-50 failures for
reasonable analysis.

Considering the blocker and critical severities only, we obtained the reports describing the hard
crashes of the Firefox. However, the failure does not have to manifest as crashes. Therefore, in order
to obtain more data, we decided to relax the filtration parameters and to include the failures also with
severities normal and higher. Selection of even lower severity classes is possible. However, this
would also include reports describing requests for new features, convenience tweaks and other
enhancements which do not represent failures. The failure counts for the severities with normal and

higher are shown in Table 2.

Table 2: Counts of bug reports (severities normal and above) for particular releases and components

Release Ul Gecko Networking JS Engine XML Parser
20.0 11 18 2 3 1
21.0 3 14 0 4 2
22.0 5 30 0 6 8
23.0 5 26 2 7 3
24.0 9 11 1 13 2
25.0 5 15 9 6 6
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26.0 5 14 3 3 2
27.0 6 10 2 2 3
28.0 16 17 2 1 2
29.0 32 25 0 2 5

As we can see, the number of reports is higher, namely for the Gecko and the User interface
components. Although still far from optimal quantity, we further investigate the Gecko component in
release version 22.0 to determine whether the data actually exhibit a reliability growth.

Application of SRGMs

Based on the data from Table 2, we try to apply the SRGMs on the Gecko component from the
Firefox 22 release. We process the data in both time between failures (TBF) and failure counts
formats in order to examine larger variety of SRGMs. The time between failures input data are shown
in Table 3 and the failure count data are in Table 4.

Before application of the SRGM it is recommended to perform a trend test to determine whether the
data actually follow a reliability growth trend. We use the running average trend test. For TBF data,
the average TBF should be growing with time in order to exhibit reliability growth trend. For failure
count models, the trend should be decreasing as the number of failures should decrease with time. The
trend test results are in Figure 3. As can be observed, only the failure count data show desired trend.
Therefore, we continue the SRGM application with the failure count data.

Table 3: Time-between-failure data for Gecko component (Firefox 22.0)

Failure # 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
TBF(Days) 0 1 17 1 5 5 5 2 3 4 8 6 7 29 7

Failure# 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
TBF(MDays) 8 4 3 5 8 0 11 1 1 6 3 0 8 45 50

Table 4: Failure counts data for Gecko component (Firefox 22.0) in two-week intervals

Interval 1 2 3 4 5 6 7 8 9 10
Failures 0 1 17 1 5 5 5 2 3 4
Interval 11 12 13 14 15 16 17 18 19
Failures | 8 4 3 5 8 0 11 1 1
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Figure 3: Running average trend tests

For SRGM analysis we used the reliability modelling tool CASRE. Based on the input data, it allowed
us to apply the Generalised Poisson model, the Non-homogeneous Poisson model and the Yamada S-
Shaped model. The graph with the original data and the fitted SRGMs is shown in Figure 4.

Afterwards, we conducted a Chi-square test for the goodness-of-fit analysis. The results are shown in

The results shows that the Generalised Poisson model is the best fit four data followed by the Yamada
S-shaped model. The NHPP model does not even fit the data at the 5.% significance level. The
reliability related results for the Generalised Poisson and Yamada S-shaped models are shown in

Table 6.
Table 5: Results of goodness-of-fit analysis
Model Chi-square DOF Significance
Generalised Poisson 5.593 2 6.1%
NHPP 13.055 3 0.45%
Yamada S-shaped 7.43 3 5.93%

Table 6: Results of SRGM analysis for Gecko component

N . Total fail P t. tant
Model Reliability Failure rate otat faffures roport. constan
(parameter a) (parameter b)
Generalised Poisson 0.69 0.026 334 0.008
Yamada S-shaped 0.84 0.014 31.1 0.02
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Figure 4: Application of SRGMs on failure count data

53  Bug Report Analysis

The bug analysis by Brosch [5] could be applied in our case. However, an in-depth knowledge of the
Firefox and its components is required to provide the value for the proportional constant and to
identify possible failure types. Additionally, the proposed approach requires detailed manual
processing of the individual entries which is impractical for large scale application, such as the
Firefox.

In theory, the error complexity model by Nakagawa et al. [28] is applicable. However, it also assumes
an expert knowledge is involved in the categorization process. In their original work [28] it was done
by five experts including the developers and the members of the quality assurance team.

This could be improved by devising such classification scheme that could leverage the filtration
capabilities of the bug tracking database. Nevertheless, no such classification has been proposed
neither by the original authors nor by anyone else.

Furthermore, there would be a problem with finding a mature application of similar type. In our case,
it should be a stable web browser that has been in operation for at least two years. We cannot use the
previous versions of the Firefox, since it has rather rapid development cycle with release every six
weeks. That also goes for other web browsers, such as Chrome or Opera.
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On the other hand the Microsoft’s Internet Explorer could be a good candidate, since there is usually
one to three years between releases. Unfortunately, the Internet Explorer is not an open source
application. Although there is a "feedback™ system where users can submit their problems, it lacks the
filtration capabilities of the Firefox’s Bugzilla. Moreover this system is used by the end users only and
the reports usually lack sufficient technical information for proper classification of the reports. The
internal bug tracking database used by the developers is not public.

The details about application of bug analysis method by Koziolek et al. [20] have been already
presented in Section 5.2.

5.4  Input Domain Models

The Firefox source code comes bundled with very extensive testing suites making the input domain
models seemingly simple to apply. The main assumption for using this method is that the selection of
test cases follows known operational profile. Unfortunately, in our case, the operational profile is not
known. Nonetheless, some methods, such as Gert [9] used Nelson’s model for estimating reference
probability of failure based on the unit test executions that did not reflect the operational usage.
Therefore, we also decided to investigate results from different testing suites.

Functional testing

First we executed the functional tests from the Mochitest suite. These tests focus on evaluation of the
Gecko engine and the user interface component. Due to their large number, it is possible to divide the
test execution into five smaller chunks. Our results from this testing are in Table 7.

Based on the results, the reliability of the Gecko engine according to the Nelson’s model would be
99,987%. It clearly does not correspond with the observations from the bug report data and the
subsequent SRGM analysis (Section 5.2) thus further confirming unsuitability of the Nelson’s model
in this case.

Table 7: Results from the Mochitest suite execution.

Test  Execution time Total test passed | Failed Prob. of failure | Prob. of failure Variance
part (minutes) cases (Nelson's model) = (Miller's model) = (Miller's model)

1 54 142 301 | 142269 32 0.22E-3 - -

2 25 216 362 | 216 327 35 0.16E-3 - -

3 12 51240 51240 0 0 0.02E-3 3.8E-10

4 13 13530 13530 0 0 0.07E-3 5.4E-9

5 18 244 360 | 244 343 17 0.07E-3 - -

)3 122 667793 667709 84 0.16E-3 0.02E-3" 2.4E-10

* For parts 3 and 4 only

Unit testing
After the Mochitest functional testing we wanted to investigate the unit tests for the browser’s
components. We leveraged the JavaScript based xpcshell unit test suite as it is available for all
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components and contains more test cases than standard compiled C++ unit tests. The results can be
found in Table 8. Similarly to the Mochitest testing, also the unit tests exhibit very few failures.

Table 8: Results from the xpcshell test suite execution.

Exe_cution Total test Prob. of failure Prob. of failure
Component time Passed = Failed )
cases (Nelson's model) (Miller's model)
(seconds)
SpiderMonkey 95 63 62 1 0.02 -
Necko 225 279 277 2 0.01 -
XML Parser 13 10 10 0 0 0.08
XPToolkit 2073 959 957 2 2.09E-3 -

Automated failure injection

In order to collect more data, we decided to try the automated fault injection technique from
Popstojanova et al. [16]. It is based on executing test cases from newer version of the software against
the older version.

We conducted our experiment on the Necko component by taking the xpcshell unit tests from the
Firefox version 29.0 to the 22.0 beta version. The transfer consisted of the copying the newer test
cases to the respective folder of the older version. Furthermore, the xpcshell.ini had to be modified to
incorporate the newly added tests.

After the recompilation and execution of the test suite, we observed 218 failed test cases from the
total of 283. The examination of the test logs revealed 75 cases whose failure was caused by testing
the presence of the bug that was fixed in the newer version. Additionally, there were 10 failures
referencing the functionality that was not yet implemented in the older version. The causes of the
remaining failures could not have been identified from the test logs.

55  Code Coverage

For the code coverage analysis, we used the method proposed by Gokhale and Trivedi [15].

Source code preparation

First step was to instrument the source code of the Firefox with probes that would detect the visits in
pieces of the code during the testing. The instrumentation was performed at compilation time. The
Firefox source code was already bundled with the gcov coverage tool. All that needed be done was to
enable the coverage measurement in the build configuration file.

After the coverage-enabled build was ready, we were able to execute the test cases. Depending on the
selected tests, we could measure the coverage of the whole Firefox or its parts. We collected the
coverage data for the network component Necko (Section 5.1) by executing its xpcshell unit tests.
This test suite contains total of 279 test cases written in JavaScript.

We measured the line, function and branch coverage as these are the only coverage types offered by
the gcov tool. In order to estimate the parameters of the coverage function c(t) we wanted to observe
the continuous growth of the coverage with testing progression. Unfortunately, the gcov and no other
known unix-compatible coverage tools provides the analysis of coverage trends.
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Test execution

To compensate for the limitation, the testing was initiated repeatedly. After a certain amount of
elapsed time, we manually terminated the test execution. The intervals between the execution and
termination were continuously increasing so that we could observe the coverage growth.

After each execution, the coverage data were collected using the Icov tool. The output was processed
by genhtml tool to generate the graphical HTML reports.

The reports show the aggregated data for individual source code folders, but not for the whole
component. Although there is a total coverage at the top of the report, it also incorporates statistics
from additional files that where accessed during testing and which do not belong to the Necko
component. Therefore, we further mined the reports for the Necko’s data only. All the reports and
extracted information is included in the electronic attachment of this thesis.

Coverage measurement results

The final coverage results are shown in Table 9. The graphical representations are in Figure 5. It can
be seen that in our case, the difference between the time units is not significant. Therefore, in the
following analysis we work only with the execution time.

Table 9: Coverage analysis results

Measurement no. 1 2 3 4 5 6 7

Execution time (sec) 75 131 247 305 425 484 603

Test executed 37 44 97 129 193 224 279
Lines total 86 714 86714 86 714 86 714 86 714 86 714 86 714
Lines covered 12180 15840 20116 21167 23981 25201 27184
Lines coverage 0.140 0.183 0.232 0.244 0.277 0.291 0.313
Functions total 10 889 10 889 10 889 10 889 10 889 10 889 10 889
Functions covered 1823 2 386 2923 3102 3454 3618 3876
Functions coverage 0.167 0.219 0.268 0.285 0.317 0.332 0.356
Branches total 72101 72101 72101 72101 72101 72101 72101
Branches covered 6 152 10 153 10 867 11 497 13 377 14 109 15073
Branches coverage 0.085 0.141 0.151 0.159 0.186 0.196 0.209
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Figure 5: Overview of the measured coverage data

Parameter estimation

The next step was to determine the parameters for the coverage function c(t). We selected the
exponential model (Table 16) for further analysis as estimation of their parameters is the most
straightforward. We performed it for all the coverage types. We used the least squares method for
parameter estimation. The results are shown in Figure 6 and the numerical values are in Table 10.

Table 10: Parameter estimations for exponential model with goodness-of-fit test

Coverage type Parameter b Parameter g Chi-square
Line 0.283 0.008 0.0018
Function 0.326 0.009 0.0019
Branch 0.192 0.008 0.0011

To finally obtain the failure intensity functions, we needed to determine the parameter a representing
the total residual number of faults in the application. The authors suggested in [15] an approximation
by dividing the number of detected faults with the measured coverage. In our case, the unit tests lead
only to two failures. If we assumed that each failure was caused by different fault, the number of
residual faults would be about 7. Unfortunately, we do not have means to verify this result. Under
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different circumstances, we could use the SRGMs to estimate the total number of faults. However, as
we showed in Section 5.2, the Necko component does not have enough data for proper SRGM
analysis.
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Figure 6: Overview of the fitted data with 95% confidence interval for (a) line, (b) function and (c)
branch coverage

The final lesson learned from the coverage analysis was that the processing of coverage data is time-
and computational resource-consuming process. On our first attempt we tried to measure the coverage
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for the Gecko component by executing the Mochitest suite. The first thing we observed was that the
test executions take twice as much time on the coverage enabled build compared to the standard one.
For an initial data collection, we terminated the testing after five minutes. We let the Icov tool to
collect the data which resulted in out of memory error after unsuccessful allocation of another 30 GB
of the disk space that was needed for processing.

5.6 Metrics

In this section we look into application of metric based methods. For the rest of this section, the
measurements are based on the Necko component.

Defect density metric

The methods for defect density estimation are partially applicable, albeit with uncertain outcome. The
defect density approach by Lipow [21] would produce the defect density D = 0.0027 (i.e. the Necko
would contain about 443 faults in its source code). This value could be further adjusted by the
Malayia and Denton method [23]. However, it is not clear which values for the tabular coefficients
such as the average skill level of the team or the CMM level of the organisation should be used. The
final derivation of the failure rate from the defect density is problematic as well.

First, we do not have means of evaluation of the fault exposure ratio K. Although we could use the
sensitivity analysis to iterate over the whole possible range for the K, we still would not be able to
determine the second parameter F representing the linear execution frequency of the program. For its
guantification we would need the number of the source instructions for the Necko component. That
could be accomplished by compilation of the source code into the assembly language. However, the
build system of the Firefox does not provide such option.

UML based analysis

The approach by Popstojanova et al. [17] was not usable in our case. The documentation of the
Firefox does not include the necessary UML diagrams. Their method for estimating the component
risk-factor revolves around the state machine diagram, which is not derivable from the source code
and must be supplied by the domain expert.

Bayesian belief network
We could not apply the BBN, because there is no BBN published with complete definitions of the
probability tables and we lack the necessary expert knowledge for their calibration.

GERT model

The GERT model [9] relies on source code, testing and OO metrics. The source code metrics and the
OO metrics can be easily collected by appropriate tools. The main challenge comes with the
evaluation of the testing metrics and obtaining the reference reliability values from unit testing. The
GERT was designed with the Java language code and JUnit testing framework in mind. None of those
apply for the Firefox (or the Necko component). The Necko uses multiple unit testing frameworks,
namely the standard compiled C++ tests and JavaScript based xpcshell tests. The former test suite
contains less test cases and all of them pass without failure leading to the constant reliability value of
1. The latter one has more test cases and couple of them result in failure. However, since they are
written in JavaScript we cannot use them for collection of OO metrics.

Therefore, we proceeded with the analysis considering only the C++ unit tests. For the number of
assertions metric, the assert() methods from the JUnit library were used originally by the authors. In
our case, we substituted them with the counts of the NS_ASSERTION() macro, which serves the
similar purpose. Additionally, the number of testing files constituted the number of test cases metric.
The rest of the metrics was collected using the CCCC tool.
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Since the GERT is intended for continuous application throughout the development, we collected the
metrics for three different releases of the Firefox. The results for the raw metrics are shown in
Table 11. Afterwards, we derived the STREW suite metrics (see Table 17) with the results in
Table 12.

Table 11: Summary of Necko metrics

Metric \ Version 29.0 24.0 20.0
SLOC 163 936 136 983 132 831
TLOC 6 100 6 027 5919
Assertions 54 77 80
Test cases 37 49 48
ClasseSiest 58 57 53
ClasseSsgurce 894 746 753
CComplexityyes 1224 1208 1198
CComplexitysource 35682 30 140 29 037
CBOxest 192 184 176
CBOsource 5336 4238 4168
DIT eet 17 16 15
DITsource 284 223 232
WMCest 192 188 185
WM Csoyree 6 888 5475 5490

Based on the multivariate regression we derived the parameters a; which serve as weights for the
STREW metrics. The results of the regression are in Table 13.

Although, we were able to successfully derive the parameters, they cannot be considered accurate
because of the small input sets and limited reference values for the probability of failure.

Table 12: Parameters from for the STREW metrics from the regression model

Metric \ Version 29.0 24.0 20.0
SM1 3.29E-4 5.62E-4 6.02E-4
SM2 2.26E-4 3.58E-4 3.62E-4
SM3 1.46 1.57 1.67
SM4 0.57 0.58 0.63
SM5 0.03 0.04 0.04
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SM6 0.04 0.04 0.04
SM7 0.06 0.07 0.06
SM8 0.03 0.03 0.03

Table 13: STREW metrics for Necko component

STREW Metric  SM1 SM2 SM3 SM4 SM5 SM6 SM7 SM8

a -165.841| -0.014  0.123 0.383 1.55 6.209 2.423 8.279

6 Discussion of Results

This section summarizes the results of our attempts to apply the failure parameter estimation methods
on the Mozilla Firefox web browser. In total, we investigated 11 methods, out of which 4 were at least
partially applicable, 7 were not applicable at all. We could not use any of these methods without
reservations. The main obstacles which prevented successful evaluation of the methods can be
classified into five main categories:

Missing information — some of the input data required by the methods was not available at
all or was present in insufficient amount.

Expert knowledge — the methods required information provided by an expert (member of the
development team) as an input.

Development process — the methods assumed that specific software development strategy
was used which was not adhered by Mozilla Firefox life-cycle.

Tool support — the methods are built around a particular software tool or framework, which
has limited support for different programming languages.

Software type — the method was designed for a specific type of software which does not
match the purpose of the Mozilla Firefox

The overview of the limitations for different categories of failure parameter estimation methods is
found in Table 14.

Table 14: Summary of practical limitations for the failure parameter estimation methods

Method category Limitations

Input domain models Missing information

o Development process,
Software reliability growth models o )
Missing information

Missing information,
Test code coverage models
Tool support

Analysis of application logs Software type
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Analysis of bug reports Expert knowledge

Fault injection Missing information

Expert knowledge,
Tool support,
Metrics PP
Development process,

Missing information

For the input domain models, the crucial limitation was the lack of data about the Mozilla Firefox
operational profile. Although, the number of test cases is sufficient and the models can be formally
used, the underlying assumption about selecting the test cases according to the operational usage is
violated and therefore reasonable interpretation of the results hardly possible.

Software reliability growth models could not be used on they own, because the development of
Mozilla Firefox does not involve isolated and continuous testing periods which are assumed by
SRGMs. Thus, instead of data collected from testing, we leveraged data from the bug tracking
database. However, the filtration of bug reports based on the approach by Koziolek et al. [20] did not
result in sufficient amount of inputs for SRGMs. More data could be obtained by relaxing the
filtration conditions. The effect of the different filtration schemes on the prediction accuracy can be
investigated in the future work.

The test coverage model was applicable on a smaller scale. However, in the future it may benefit from
more advanced tool support that would allow effective coverage collection from large components
and that would be able to evaluate the trends in the coverage growth. Moreover, test coverage models
still require more input data related to the discovery of faults for estimation of the rest of the input
parameters.

The analysis of application logs was impeded by inappropriate software types. The only method in
this category was tailored for analysis of web server application logs which are not produced by
Mozilla Firefox. In the future, more general approaches for log analysis should be devised as
application logs represent one of the most common and self-contained runtime artefacts.

One of the methods for bug report analysis was used together with SRGMs, but unfortunately, it was
not able to provide desired amount of input data. The other two approaches in this category were not
applicable due to their high dependency on the expert knowledge required for the bug report
classification. This area could benefit from incorporating methods for automated bug reports analysis
that have been previously used in the requirements engineering domain for prioritization of
requirements in agile development [35].

The fault injection complemented the application of input domain models. We attempted the
automated fault injection by executing the test cases from newer versions of the Mozilla Firefox on
the older versions. However, for proper evaluation, more detailed logging mechanisms would need to
be implemented in order to distinguish failures caused by injected faults from failures caused by a
missing functionality.

The metrics-based methods seemingly suffered from largest variety of limitations. However, this
category of methods is also the most diverse one. We were not able to use the Bayesian networks
because of the lack of expert knowledge. The application of GERT model was problematic because of
incompatible testing frameworks and programming languages. The GERT model also requires
continuous collection of specific metric data during software development, which is not a current
practice in Mozilla Firefox development. We managed to collect required data to some extent by
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using multiple versions of the Mozilla Firefox, but for realistic analysis, more data would be needed.
The UML-based method by Popstojanova et al. [17] was not applicable, because necessary UML
diagrams are not maintained by the development team.

Overall, the two most frequent limitations were the missing or incomplete information and the expert
knowledge. Issues stemming from the lack of expert knowledge could be alleviated by enlisting the
help of the members of Mozilla Firefox development team.

Dealing with the missing data poses a bigger challenge. A possible direction of future research could
be a proposal of methods for aggregation of information from several data sources in order to produce
more accurate failure parameter estimates. The first step would be an examination of inaccuracies
involved in using incomplete data. This could be addressed by employing uncertainty analysis and
sensitivity analysis approaches. The former is used for quantification of uncertainties in the input data,
uncertainties in the parameter estimation model and also the propagation of the uncertainties into the
resulting estimates. Examples of methods for uncertainty analysis include interval arithmetic,
probability theory, evidence theory, possibility theory [36]. The latter, including techniques like the
method of moments or Monte Carlo simulation is used to identify the input parameters which have the
highest impact on the resulting estimate [37].

7 Conclusion

Software developers have been tackling with growing demand for high quality software over the last
couple of decades. Substantial effort has been devoted into research of formal models for analysis of
software reliability. The main obstacle preventing the wide-spread adoption of these methods is the
estimation of their input parameters. In this paper, we expanded upon our previous work involving
analysis of the methods for failure parameter estimation by their usage in a case study. We pointed out
their practical limitations and suggested possible courses of solving the problems we have discovered.
Some of the issues might have a straightforward solutions, others still require a more in-depth
research.

In our future work, we focus on dealing with insufficient or missing information via detailed
uncertainty analysis. Additionally, we would like to investigate whether these issues can be remedied
by utilization of data from previous versions of the software.
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9 Appendix

Nelson's model

1)
POF  probability of failure
N number of failed test executions
n total number of test executions
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Miller's model

)
@)
estimator of failure probability
a,b parameters of Beta(a,b) distribution
t number of executed test cases without failure
variance of the estimate
Software reliability growth models
Model Goel-Okumoto Delayed S-shaped | Duane/Crow | Littlewood-Verall
m(t) .

()

Table 15: Examples of software reliability growth models
Test code coverage

Name c(t)

Exponential
Weibull
S-shaped

Log-logistic

Log-poisson

Log-normal
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Table 16: Overview of coverage functions

GERT model

POF  probability of failures
a regression parameter
SM; STREW metric
Table 17: Metrics from STREW suite

(4)

Metric

Test quantification

SM1

SM2

SM3

Complexity and OO metrics

SM4

SM5

SM6

SM7

SM8
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Abstract

The paper discusses a role of various specialized vocabularies from perspective of a technology
enhanced medical education. We introduce the most widespread and the most commonly used medical
oriented nomenclature and explore the benefits which the integration of MeSH thesaurus can provide.
With the use of MeSH as an internal part of the OPTIMED platform, we aim to identify valid, novel,
potentially useful patterns, which can significantly help evaluators to make right decisions and
afterwards built well-balanced medical curriculum.

Key words
Medical education, specialized vocabulary, curriculum harmonization.

Abstrakt

Clanek pojednavi o roli riznych specializovanych slovnikii z pohledu technologie rozsireného
lékarského vzdeélani. Je prestaveno nejrozsirenéjsi a nejcastéji pouzivané zdravotnické orientované
nazvoslovi a prozkoumany vyhody, které miize poskytnout integraci tezauru MeSH. S vyuZitim MeSH
Jjako vnitini soucasti platformy OPTIMED je nasim cilem je identifikovat platné, nové, potencidlné
uzitecne vzory, které mohou vyrazné pomoci hodnotitelum ucinit spravna rozhodnuti a poté vytvorit
vyvazené lékarske kurikulum.

Key words
Lékatské vzdélani, specializovany slovnik, harmonizace osnov.

1 Introduction

From the perspective of medical education, a number of unresolved challenges appear, including the
proposal and broad acceptance of global standards for medical vocabulary. Specialized terminologies
represent a set of mostly phrases, which are consistent across various international organization and
particular medical domains. The use of approved thesaurus (such as UMLS, MeSH, SNOMED etc.)
as acomprehensive nomenclature brings a mechanism for representing such formal and shared
domain descriptions. It provides systematic and computer-processable collection of specialized terms,
which can be used for annotate data with labels (metadata) indicating their meaning, thereby making
their semantics explicit and machine-accessible. These vocabularies offer an interesting way how to
find appropriate codes, terms, synonyms and definitions designed to complement the broad coverage
of medical concepts. It has the great potential of improving the deal with information in the broadest
sense possible, e.g. better search engines, more effective categorization or retrieval and analysis of
data. During educational process, the controlled vocabularies implementation significantly influences
normalization of achieved results, because students and teachers very often use different theoretical
and clinical terms that in fact mean the same thing. For example, the terms heart attack, myocardial
infarction, and MI abbreviation may represent the same meaning to academics, but, to a computer,
they are all different. The main purpose of thesaurus concept integration is to allow users to search
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one term and to find and retrieve learning activities that use synonymous terms. It also enhances the
indexing and aggregation process of medical data across various medical fields of study and particular
disciplines. In general, medical classification systems are used for variety of applications in medicine,
public health and medical informatics including the reimbursement, e.g. statistical and data mining
analysis, knowledge engineering and decision support system [1]. In our particular case, we
concentrate on MeSH thesaurus and its implementation in higher education area within the process of
medical curriculum harmonization at Masaryk University. This is a white paper, which concludes
with requests for additional insights and information that will enable us to continue to better
understand the domain of continual improvement of medical education with the use of modern
information and communication technologies.

2 Medical vocabularies

The use of the specialized vocabulary of a particular domain (terminology nomenclature) is an
important initial step of creating formalized knowledge representations as an essential part of
educational process, especially in medical fields. These vocabularies follow the ratchet principle: it
moves from basic understanding to thorough understanding, from simple to complex education [2].
When a virtual learning environment (VLE) turns to the task of consolidated educational data
collection (for instance content management, curriculum mapping and planning, student engagement
and administration, communication and collaboration domain), these vocabularies will present
considerable challenges to standardize medical education. A prerequisite to more comprehensive
categorization of educational content is the implementation of standardized terminology into the VLE
systems. A primary aim is to overcome two significant barriers to effective retrieval of machine-
readable information": the variety of names used to express the same concept and the absence of a
standard format for distributing terminologies [3]. The purpose of medical vocabularies is to embody
what has been known in the past about every phase of medicine [4]. These vocabularies continues to
increase and grow, not only in its technological aspects, but also from the perspective of medical
education quality, which is logically reflected in global level of health care. Below, the most
widespread and the most commonly used medical oriented nomenclatures are described.

2.1 UMLS

Unified Medical Language System (UMLS) brings together many health and biomedical
vocabularies, ontologies and standards to enable interoperability between computer systems. It was
developed by National Library of Medicine covers the entire terminology domain by integrating more
than 60 families of biomedical vocabularies. The three major components of UMLS are the
Metathesaurus (repository of inter-related biomedical concepts covering extensive list of terms and
codes from various vocabularies), the Semantic network (high-level categorization of Metathesaurus
concepts) and the Specialist Lexicon (generating the lexical variants of biomedical terms) [5]-[7]. For
the illustration, figure 1 shows UMLS Metathesaurus integrates sub -domains.
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Fig. 1 — The various subdomains integrated in UMLS [5].

2.2 MeSH

Although geared specifically for information retrieval, MeSH (Medical Subject Headings) can almost
be seen as a general purpose vocabulary with concepts from all areas of the biomedical domain. This
classification is a rich and controlled vocabulary generated through an intense indexing process
performed by examiners. Terms (namely descriptors) are assigned to documents to delineate their
content at 16 different branches of specificity. The 2014 MeSH vocabulary is specifically composed
by more than 27 thousands of descriptors, which are organised in a tree-like structure. Descriptors
may be also complemented with one or more qualifiers. These terms further contextualise the
meaning of the descriptors to which they are assigned in relation to the content of the considered
document. MeSH vocabulary is often used to delineate samples of documents in a number of medical
areas and, as discussed, at various levels of specificity [8]-[10]. The Czech translation of MeSH is
being prepared by the Czech National Medical Library, which issues annual updates. Following a
contractual agreement with the publisher, MeSH will also be used for the educational purposes.

2.3 1CD-10

ICD (International Classification of Diseases) is used to classify and code mortality information
worldwide. The tenth revision (ICD-10) is more complex than the previous one (ICD-9). Specifically,
ICD-10 contains more codes as well as re-structured chapters and changes in rules for coding. 1CD-
10 as awhole is designed to be a core classification for a family of disease- and health-related
classifications. Some members of the family of classifications are derived by using a fifth or even
sixth character to specify more detail. In others, the categories are condensed to give broad groups
suitable for use, for instance, in primary health care or general medical practice [11], [12].

2.4 SNOMED-CT

SNOMED CT (Systematized Nomenclature of Medicine Clinical Terms) as a coding system for
clinical problems was created by the merger, expansion and restructuring of two large-scale
terminologies: SNOMED RT (Systematized Nomenclature of Medicine Reference Terminology) and
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CTV3 (Clinical Terms Version 3). Because it contains more than 380 thousands concepts, with a total
of about 800 thousands descriptions or terms, the practical use of SNOMED will demand new types
of tools to search and navigate intuitively in the term collection. It is probably one of the most
comprehensive, multilingual clinical healthcare terminology in the world, because it systematically
supports the development of comprehensive high-quality clinical content in health records and
provides standardized way to represent clinical phrases captured by the clinician and enables
automatic interpretation of these. SNOMED CT is a clinically validated, semantically rich, controlled
vocabulary that facilitates evolutionary growth in expressivity to meet emerging requirements [13],
[14].

2.5 Emtree

Emtree is a hierarchically structured and controlled terminology for Biomedicine and related Life
Science, which has been developed by Elsevier as a biomedical and pharmacological online database.
It includes a whole range of terms for drugs, diseases, medical devices and essential life science
concepts. Emtree thesaurus contains about 48 thousands preferred terms and 200 thousands synonyms
in 15 main domains of drugs and diseases, organized in a multilevel hierarchy. All the terms, that are
strictly synonymous with each other, are organized in concept-based structure [15]-[17].

2.6 RadLex

RadLex [18] is a standardized vocabulary of radiological terms, which includes highly detailed terms
for anatomy, pathology, and radiological observations. It already contains over 8,000 anatomic and
pathologic terms, many of which are not currently available in other controlled medical terminology
system. Generally, RadLex was designed to fill in the gaps in other medical terminology systems,
thereby creating a single source for medical imaging terminology. Another key distinguishing feature
of RadLex is that it is designed to be continuously supplemented and updated with incorporation of
new concepts, including harmonization with other popular medical vocabularies and term sets. The
goal of this method is to establish a uniform, consistent terminology to improve communication of
results and to better integrate clinical practice with education and the scientific literature [19].

2.7 Overview

The integration of various specialized nomenclatures, vocabularies, and terminologies allow more
precise analysis and improvement of the educational data content. Furthermore, automated systems
can apply the knowledge encoded with the use of mentioned taxonomies and human users can easily
search and browse the available data in a straightforward manner. It will have both academic and
clinical implications by enhancing the retrieval as well as the indexing of information. Besides
introduced approaches, there exist many others vocabularies, which are specifically focused on
particular biomedical discipline. For example GO (Gene Ontology), eVOC (gene expression data),
OMIM (Online Mendelian Inheritance in Man), MEDIC (Merged Disease vocabulary), LDDB
(London Dysmorphology Database), FMA (Foundational Model of Anatomy), LOINC (Logical
Observation Identifier Names and Codes) and NCI thesaurus (cancer research).

3 The practical use: OPTIMED project

An OPTIMED platform describes and categorizes all the learning activities (lectures, seminars,
clinical practices and self-study) in the theoretical and clinical sections of medical curriculum. This
web-based tool is designed to capture the systematic transmission of medical/clinical knowledge to
students during their courses in General medicine study field at Faculty of Medicine of Masaryk
University. Overall, the OPTIMED system gives students, teachers, guarantors, curriculum designers
and faculty management a detailed look at where specific topics and learning outcomes are addressed
and how educational objectives are being met. As stated above, the implementation of standardized
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vocabulary can significantly improve the quality of further analytical processing to understand stored
data. We decided to integrate the one from available vocabularies for standardised work with key
words. So we adopted the biomedical dictionary MeSH, where the main objective is to classify
learning activities appeared in curriculum. In the past, key words were defined and structured in many
forms and there was a growing need for their unification with respect to the international framework.
The main requirement for standardized dictionary integration was regular updates of the Czech
mutation, which MeSH fulfils as the only solution available. No other language mutations are
foreseen at the moment, but a possible change should not bring too many complications in terms of
the proposed structure [20]. Figure 2 represents aconceptual data model covering all essential
attributes for curriculum description using MeSH thesaurus.

Currently, the OPTIMED system has provided a searching assistance with a rich set of lexical look-up
facilities, which is based on MeSH’s complex structure including terms with tree structured contexts
(hierarchical locations).
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Fig. 2 — The data model of MeSH entities in the OPTIMED database.

4 Future visions

MeSH vocabulary implementation into the OPTIMED system causes specific validation tasks based
on standardized terms that we would like to resolve by detailed analytical summarization. There are
several interesting areas that selected analytical methods may answer: Coverage and relations between
learning activities and terms, objective evaluation of term occurrence, model term integration into the
education. The analytical outputs may significantly assist to find the potentially problematic areas and
construct comprehensive reports or instructions for the subsequent global in-depth inspection. These
extracted information from the OPTIMED curriculum management system serve as a supporting
material for the evaluation process under the supervision of the expert committee and faculty
management. In the future, an idea of Automatic Term Mapping (ATM) of medical curriculum data
would be implemented. The ATM technique [21] was developed by US National Center of
Biotechnology Information for mapping end-user queries to MeSH thesaurus and other search field.
The basic aim will be to improve information retrieval in structured information: searching indexes
instead of only the free text.
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5 Conclusions

The OPTIMED system has provided huge amount of data records related to the medical curriculum:
approx. 1350 learning units and 7100 learning outcomes, i.e. more than 2500 normated pages of text.
For long-term guarantee of quality, a continuous inspection is needed. From the perspective of human
cognition abilities, it is not possible to carefully read and verify all the curriculum content. We
proposed of a formal database metadata arrangement including standardized MeSH vocabulary, which
described the medical curriculum independent of subsequent implementation. It provides
a background, which plays an essential role during validation analysis. This domain consists of data
mining, data pre-processing, data analysis, and visualization. We aim to identify information rich data
relations and offer global overview for simpler and easier of understanding curriculum structure.
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Abstract

Costs related to the operation of facilities (buildings and devices) represent a significant part of
expenses of an organization. To analyse the effectiveness and performance of facilities, advanced
software systems are available on the market. Such systems focus mostly on the analysis of financial
data, human resources information, or static data concerning the buildings (e.g. room area).
However, a large amount of precise, detailed and up-to-date information can also be gathered from
building management systems (BMS) that integrate various building automation and electronic
systems. The building operation data is currently unavailable for advanced analytical tools. This
situation is largely attributable to two factors: inaccessibility of BMS data and missing semantic
information. The paper proposes a middleware layer that facilitates a data retrieval and an analysis
by providing data access and semantic interfaces and models for querying the building systems.

Abstrakt

Naklady spojené s provozem budov a jejich vybaveni predstavuji vyznamnou cast vydajii organizace.
Na trhu je Kk dispozici Siroka Skdala ndstroju, které umozZnuji analyzovat efektivitu provozu. Bézné
dostupné nastroje se vsak zaméruji zejména na analyzu na zdakladé ekonomickych dat, dat o lidskych
zdrojich nebo neménnych datech o budovach (rozloha apod.) Kromé téchto dat jsou vSak v modernich
budovach Kk dispozici velké objemy presnych, detailnich a aktudlnich dat pochdzejicich z tzv.
automatizacnich systémii budov. Tato data jsou viak v soucasné situaci pro analyzu provozu prakticky
nevyuzivand. To je zpiisobeno zejména dvéma faktory — obtiZznou dostupnosti dat pro ostatni systémy a
chybéjicimi sémantickymi informacemi o vyznamu shromazdovanych dat. Tento ¢lanek prinasi navrh
vrstvy ,,middleware”, ktera vyrazné usnadnuje ziskavani dat z automatizacnich systémii a jejich
naslednou analyzu. Toho je dosaZeno poskytnutim prislusnych rozhrani a modelii pro pristup k datiim
Z automatizacnich systémui a zjisténi doplnujicich sémantickych informaci.

Keywords
Facility management, Intelligent buildings, Smart buildings, Building automation, Building
management systems, Systems integration, Ontology, Semantics.

Klic¢ova slova
Facility management, Sprava budov, Inteligentni budovy, Chytré budovy, Automatizace budov,
Systémova integrace, Ontologie, Sémantika.

1 Introduction

Each organization needs to ensure various aspects of its operation that are not directly involved in
reaching its primary goal (e.g. providing service to customer or sell its products). The profession of
facility management (FM) covers these aspects by supporting tasks such as space management, asset
management, help desk and service desk, maintenance, energy monitoring, room reservations or
hoteling. The facility management is defined by the International Facility Management Association
(IFMA) in following words: “Facility management is a profession that encompasses multiple
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disciplines to ensure functionality of the built environment by integrating people, place, process and
technology.” [1]

When we look closely at the field of the FM, we can distinguish several systems and/or data sources
that can be utilized in order to support and simplify tasks of facility management staff.

Widely used Computer Aided Facility Management (CAFM) systems cover most of the areas of the
FM described above. A CAFM software serves as a data store and user interface for operational data
such as assignment of employees to rooms, a log of maintenance plans, requests and tasks, or energy
consumption data. CAFM systems offer advanced analytical tools for an evaluation of efficiency and
performance of organization’s operation based on a financial (energy consumption), spatial
(occupancy planning) and technical data (maintenance).

A Building Information Model (BIM) is a data source that contains spatial information about building
constructions (materials, dimensions) and locations (sites, buildings floors, rooms) and technologies
installed in them (e.g. valves, pumps, a plumbing, lights, and power lines). Data from a BIM database
serve as an input for CAFM systems. Spatial data is imported (and synchronized) into the CAFM
system as “background data” for space management, occupancy planning, maintenance management
and other tasks.

The last system related to the task of facility management is tightly connected to modern “intelligent”
buildings. Such facilities incorporate wide scale of electrical automated systems such as a security
system, an access control system, a fire alarm system, or a building automation system that controls
mostly Heating, Ventilation and Air Conditioning (HVAC) devices. Mentioned systems offer variety
of sensors and controllable devices. Monitoring and control of the building operation can be
integrated into the Building Management System (BMS). The BMS provides environment that ensure
services such as remote monitoring and control of a building operation, archiving historical data and
event notification.

The paper proposes a middleware layer that will integrate BMS with other facility management
software systems. More specifically, the middleware aims to simplify the development of end-user
applications by providing convenient data sources and interfaces, enabling the developers to fully
focus on analytical methods and user-oriented aspects of the applications.

2 Issues of Building Operation Data Analysis

In current state-of-the-art solutions, the integration of the BMS with the data in the CAFM and the
BIM is missing or is simplified to a flat structure that cannot be effectively queried. One of the
reasons that prevent deeper integration is the fact that the structure of the BMS data is determined by
a network topology and not by semantic information (purpose) of provided data. As a result, advanced
analytical features of the CAFM software are currently unavailable for the BMS data. This does not
pose a problem for small installations up to dozens of devices, because a data retrieval and an analysis
can be easily performed manually. However, for large sites (hundreds of devices, thousands of
sensors), an amount of data prevents effective gathering of needed information with no advanced
querying tools available. However, the BMS contains a large amount of a precise, up-to-date and
detailed data which are valuable for a building operation analysis and cannot be obtained any other
way.
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2.1 Current Workflow

In current environments, we can define two types of users — one group of users are facility managers
who know which data they need for a building operation analysis, know the context, but are unable to
get the data from the systems. The other group of users are building operators which have capabilities
to get the data from the BMS (even if the task comprises large amount of “manual” work), but don’t
have enough time, knowledge, competence or authority to fully evaluate the building operation and
make long-term decisions based on the results.

Current workflow for a BMS data analysis is thus too complicated and inflexible. A responsible staff
member (facility manager) asks building operators to get the needed data and agrees with them on the
data output format. Building operator gathers the addresses of respective data points according to the
request and then extracts the data for each of the data points. Next, a conversion to the defined format
takes place. This process is not automated and has to be repeated every time the report is needed.

Advanced applications with convenient user interface that will hide low-end aspects of the task
(gathering the data point addresses, extracting the data from the database, conversion to the
interchange format) will allow facility managers to obtain the data directly from the system without
the need of human work of the building operators.

2.2 Problem Complexity

Development of such applications is very demanding. The system has to cover each of the aspects of
the task:

e Dataretrieval;

o Definition of data semantics;
o Analysis;

e User interface and experience.

To accomplish the above mentioned tasks, experts from several fields are needed. The problem comes
mainly with the two first points. They require expertize in the fields of building automation protocols
and even building technologies (e.g. HVAC devices) itself, which is not common among IT experts.
The vendors of building automation systems focus mostly on development of software that can be
used for management, programming of the system and for an every-day operation of the building
technologies, rather than on an analytical features.

2.3 Proposed Solution

Thus, to overcome the issue of problem complexity, the goal of the research is to propose a
middleware layer that will largely simplify development of advanced applications for the field of a
building operation analysis. The middleware layer will provide APIs allowing access to the building
operation data as well as needed semantic information based on integration of the BMS and the BIM
data.

3 State of the Art

One of the main concerns of the facility management is evaluation of organization’s operation
performance and efficiency. Since the aim of the research is to provide tools for evaluation of a
building operation, the following section provides an overview of benchmarking methods and
approaches in the facility management.

The facility management is undergoing a long-term process of standardization. In the context of the
European Union, the domain is covered by the EN 15221 — Facility Management [2] standard issued
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by the European Committee for Standardization. For the field of the space management, the EN
15221-6 provides guidelines for a measurement of dimensions, a categorization and evaluation of a
“building performance” (e.g. a ratio of an overall area of a building and an area that can be leased). In
the USA, The Building Owners and Managers Association (BOMA) provides a different set of
standards known as the ANSI/BOMA Z65 — Standard Methods of Measurement [3], which focuses on
the area of space management and specifically on the measuring methods and efficiency evaluation.

Benchmarking is a subject matter of the last part of the European standard listed as EN15221-7. The
focus is put mostly on processes or services which can be easily outsourced, such as cleaning or
maintenance. Evaluation of Key Performance Indicators (KPIs) then becomes essential for enforcing
Service License Agreements witch service providers. The document also covers benchmarking in
other areas, including energy management.

Energy efficiency of facilities gains a significant interest from research groups, authorities and
administration. In the European Union, the Directive 2002/91/EC on the energy performance of
buildings [4] introduced the Energy Performance Certificate (EPC) that provides an A to G scale for a
rating of energy efficiency of a facility.[5][6] However, the rating is based solely on evaluation of
used materials, equipment, and design — it do not reflect actual energy consumption during a facility
operation. The EPC is thus criticized for its inaccuracy (e.g. [7], [8], [9]). Considering energy
consumption evaluation during a facility operation, different approaches (sets of KPIs) are proposed
[10], [11]. Typically, the data needed for an evaluation are gathered from energy costs. If there were
tools for BMS data extraction available, evaluation of the KPIs would be simplified, more precise
(BMS provides greater level of the detail than an invoice for the whole building or site) and even
completely new KPIs could be defined, taking into account other aspects such as temperature
oscillations in a facility. In [12], Complex Event Processing tools are used for an energy consumption
analysis and decision support for an industrial environment (i.e. a factory).

As stated in the previous section, the BMS contains vast amounts of precise, up to date and detailed
data, which are very valuable for a building operation analysis, but development of business
intelligence and decision support applications is very demanding because of complexity of the task. In
our opinion, this is the reason why building operation data are not widely used for benchmarking in
facility management.

4 Middleware Layer

The research topic we consider crucial for an efficient large-scale building operation analysis is to
design and develop a middleware layer that will provide various applications both with the building
operation data itself and with the semantic information about the BMS data meaning and the purpose.

On the Fig. 1: System overview, the whole systems architecture is shown. The thesis aims to cover the
middleware layer depicted in the figure. The aim is to provide the missing link between the source
systems (BMS, BIM) and the end user analytical applications (e.g. CAFM software) and to allow
development of new tools that will be able to facilitate the building operation data. The architecture
introduces the principles of the Service Oriented architecture (SOA) into the field of a building
operation data access.

Provided proposed system components exist, developers of analytical or monitoring (fault detection)
applications will be able to fully focus on front-end features (user interface, query definition wizards,
integration with GIS services) and analytical features, and not on the core logic of data integration and
retrieval. Advanced user interfaces are essential for the successful BMS data analysis as they will
remove the gap between the facility managers’ knowledge of the overall (mostly financial) context of
a building operation and technical knowledge needed for gathering the data from the BMS.
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Fig. 1: System overview

To achieve this goal, we can define different aspects of the problem that need to be solved:

Architecture design - The goal of an architecture design is to identify system layers and
required components.

Query library & Domain specific operators - The methodic background for the middleware
design and development will be provided by examining typical use cases of a building
operation analysis. The goal of this part of the research is to propose a set of query definitions
with a high informational value that can be successfully used for a decision making support in
order to enhance energy efficiency, lower operation costs and improve a working
environment in the facilities. The domain specific operators are related mostly to the grouping
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and filtering of data according to a position in a hierarchy tree of locations or device types.
The operators will provide grouping and filtering capabilities based on data from the the
semantic model (see below).

» Building operation data access - One of the issues preventing an effective building
operation analysis lays in the inaccessibility of the data that are available in the BMS
network. To communicate with the building automation devices, the system must be capable
of communication using building automation protocol (e.g. BACnet, KNX/EIB, MODBUS or
LONWorks). In order to facilitate basic operations (mostly reading of data) from the BMS,
we propose an API (see Fig. 1: System overview — Operation data providers container on the
Middleware layer) that will provide an additional abstraction layer on top of the existing
automation protocol stack implementations. This API will not require deep knowledge of the
building automation domain and will provide convenient ways to access the data using well
known and established communication methods (RESTful API, Web services or JSON).

* Semantic model - The semantic model enriches the BMS network addresses with additional
information, describing a relation of the published BMS data with the real world elements
such as locations (e.g. sites, buildings, floors, and rooms) and devices (e.g. sensors, air
conditioning units, valves, and engines). The model also introduces other attributes to the
BMS data, such as a measured physical quantity. For a formal representation of the model,
Web Ontology Language (OWL) framework is used.

» Semantic API - The Semantic API will serve as an interface to the semantic model stored in
the ontology repository. RDF based ontology repositories provide APIs (e.g. Apache Jena)
and the SPARQL query language for accessing the data. However, the SPARQL language is
specific to the field of ontology development and is not well known among developers.
Queries to the ontology repository became overwhelmingly complex for developers that are
not experts in an ontology design. Thus, the Semantic APl will be proposed, based on the
query library (see above). The API will provide support for typical queries to the ontology
repository by defining query templates that can be called from the API and populated by
parameters supplied by the end user application.

* Front end applications - Although front end applications (i.e. business intelligence tools,
decision support tools, analytical applications, monitoring systems) are not subject of the
proposed research, they are needed for credible evaluation of the results. There are several
methods and techniques that we consider promising in a field of building operation analysis,
such as Complex Event Processing methods, integration of BMS and GIS or deep integration
with CAFM systems.

5 Conclusions and Future Work

Together, components of the middleware layer (Data access API, Semantic model, Semantic API) and
methodical guidelines (Query library) will largely facilitate development of end user applications used
for a building operation analysis. Possible types of end user applications were mentioned in the
previous section.

The middleware layer in currently in the design and development phase. After the first development
iteration will be completed, the middleware design will be evaluated by implementing one of the
benchmarking methods introduced in the EN15221-7 standard (Benchmarking in facility
management), namely the ,,Energy consumption per square feet/meter* metrics proposed as a measure
for energy efficiency evaluation. We expect that the results will show the benefits of an approach
based on precise building operation data coming from building automation systems when compared
with traditional approach based on economical data.
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Abstract

We examine the ARIMA-ARCH type models for the volatility and forecasting models of Polish
WIG20 stock indexes based on statistical (stochastic), machine learning methods and an intelligent
methodology based on soft or granular computing and make comparisons with the class of RBF
neural network and SVR models. To illustrate the forecasting performance of these approaches the
learning aspects of RBF networks are presented. We show a new approach of function estimation for
nonlinear time series model by means of a granular neural network based on Gaussian activation
function modeled by cloud concept. In a comparative study is shown that the presented approach is
able to model and predict high frequency data with reasonable accuracy and more efficient than
statistical methods.

KEYWORDS
Time series, ARCH-GARCH models, volatility, forecasting, neural networks, cloud concept, forecast
accuracy, granular computing.

Abstakt

Zkoumame modely typu ARIMA ARCH pro volatility a prognozy modelt polskych WIG20 akciové
indexy zaloZeny na statistickych metodach (stochastické), uceni stroje a inteligentni metodiky
zalozené na mekké nebo granuli vypocetni a provadéni srovnani s tfidou RBF neuronové sit¢ a SVR
modelt. Pro ilustraci jsou uvedeny predpovédi vykonu téchto ptistupi aspekty uceni RBF siti.
Ukazujeme novy pristup funkce odhadu pro nelinearni ¢asové fady modelu pomoci granuli neuronové
sit¢ zaloZené na funkci Gaussian aktivace vymodelovanych mrakt konceptu. Ve srovnavaci studii se
ukazuje, Ze prezentovany pfistup je schopen modelovat a ptfedvidat vysokofrekvencni udaje s
dostatecnou piesnosti a efektivnéji nez statistické metody.

Kli¢ova slova
Casoveé fady, ARCH-GARCH modeli, volatilita, progndzy, neuronovych siti, mraka konceptu,
prognozy piesnost, granulované vypocetni techniky.

1 Introduction

Over the past ten years academics of computer science have developed new soft techniques based on
latest information technologies such as soft, neural and granular computing to help predict future
values of high frequency financial data. At the same time, the field of financial econometrics has
undergone various new developments, especially in finance models, stochastic volatility, and software
availability.

This paper analyses, discusses and compares the forecast accuracy from nonlinear models which are
derived from competing statistical and Radial Basic Function (RBF) neural network (NN)
specifications. Our motivation for this comparative study lies in both the difficulty for constructing of
appropriate statistical Autoregressive/Generalised Conditionally Heteroscedastic (ARCH-GARCH)
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models (so called hard computing) to forecast volatility even in ex post simulations and the recently
emerging problem-solving methods that achieve low solution costs (soft computing).

In economics and in particular in the field of financial markets, forecasting is very important because
forecasting is an essential instrument to operate day by day in the economic environment. In
companies, medium and small enterprises, selecting an appropriate forecasting algorithms or methods
is important in terms of forecast accuracy and efficiency. Therefore, it is important to search available
information technologies to get optimum forecasting models.

The paper is organized in following manner. In Section 2 we briefly describe the basic methodology
of ARIMA (Autoregressive Integrated Moving Average), ARCH-GARCH (Generally Autoregressive
Conditionally Heteriscedastic) models. In Section 3 we present some RBF type models and models
based on SVM (Support Vector Machine) for financial data. Section 4 analyses the data, builds
statistical, RBF NN and SVR forecasting models. Section 5 puts an empirical comparison and
assesses predictive accuracy of developed models. Section 6 briefly concludes.

2 Econometric, ARIMA and some ARCH-GARCH Models for

Financial Data
The econometric approach adopted from early days of econometrics is referred to as “AER” or
Average Economic Regression [1, 2] is concerned with the functional form of the multiple regression
model in the form

Yo = Byt BX ot B X, +U (1) (1)
where X, represent a series of independent variables, S, regression intercept, 3, partial regression

coefficients, for i=1, ..., p, U, random error term, fort=1, ...,N.

In many cases economic theory do not give the assumption above the functional form of the model, or
the assumption of independent errors and hence independent observations Y, is frequently
unwarranted. If this is the case, forecasting models based on AER may be inappropriate. Box and
Jenkins [3] developed a new modeling approach based on time series analysis and derived from the
linear filter known as AR or ARIMA (AutoRegressive Integrated Moving Average) models. The
fundamental aim of time series analysis is to understand the underlying mechanism that generates the
observed data and, in turn, to forecast future values of the series. Given the unknowns that affect the
observed values in time series, it is natural to suppose that the generating mechanism is probabilistic
and to model time series as stochastic processes. An ARMA(p, q) model of orders p and q is defined
as

yt = ¢1 ytfl + ¢z yt—Z +...+ ¢p ytfp + 8t + glgt—i + QZEFZ ot qutfq (2)

where {¢ } and {6, } are the parameters of the autoregressive and moving average parts respectively,
and ¢, is white noise with mean zero and variance o*. We assume ¢, is normally distributed, that is,
& N(@©,07)- ARIMA(p, d, q) then represents the dth difference of the original series as a process

containing p autoregressive and g moving average parameters. The method of building an appropriate
time series forecast model is an iterative procedure that consists of the implementation of several
steps. The main four steps are: identification, estimation, diagnostic checking, and forecasting. For
details see [3].

The first model that provides a systematic framework for volatility modelling is the ARCH model
proposed by Engle [4]. Bollerslev [5] proposed a useful extension of Engle’s ARCH model known as
the generalised ARCH (GARCH) model for time sequence { ¢, } in the following form

8[ = Vt\/h7t' ht = a, +gaisii +gﬂjht—j (3)
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where {v, } is a sequence of IID (Independent Identical Distribution) random variables with zero

mean and unit variance. o; a B; re the ARCH and GARCH parameters, h; represent the conditional
variance of time series. Nelson [6] proposed the following exponential GARCH model abbreviated as
EGARCH to allow for leverage effects in the form

‘gtfi‘ +7E

Imh=%+iq +§Amj (4)

O

t—i

The basic GARCH model can be extended to allow for leverage effects. This is performed by treating
the basic GARCH model as a special case of the power GARCH (PGARCH) model proposed by
Ding, Granger and Engle [7]:

P
d
o, =a, +Zai(
i=1

where d is a positive exponent, and y; denotes the coefficient of leverage effects [7]. Detailed

procedure for parameter estimation of these models and investigate response investigation of equity
volatility to return shock for WIG20 time series can be found in [8].

E

q
+7igt—i)d +Zﬂjo-td—j ()
i1

3 Soft Computing Models

In this section we briefly introduce two models belonging to soft computing methods: the RBF NN
and SVR model. The first model show a new approach of function estimation for time series modeled
by means a granular RBF neural network based on Gaussian activation function modeled by cloud
concept (Cloud Activation Function - CAF [9]). We proposed the neural architecture according to
Figure 1.

Input layer Hidden layer OQutput layer C,0)
b

v

m
=

s
m-f-
]

Figure 1. RBF neural network architecture (in the left). Cloud Activation Function (right).
The RBF network computes the output data set as

J, = G(X,C,V) = 2V, w,(X,¢,) = Xv0,, t=1,2, ., N (6)
i=L j=1 ’
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where X is a k-dimensional neural input vector, w; represents the hidden layer weights (parameters),

w, are radial basis (Gaussian) activation functions, v; are the trainable weights (parameters)

connecting the component of the output vector 0. Weights can be adapted (estimated) by the error
back-propagation algorithm. If the estimated output for the single output neuron is ,, and the correct

output should be y,, then the error e, is given by e =Y, - ¥, and the learning rule has the
form

Vi<V tn0,, &, , j=12.,s51t=12..,N @)
where the term, 7 e(0,1) is a constant called the learning rate parameter, 0;, is the output signal
from the hidden layer.

We replaced also the standard Gaussian activation (membership) function of RBF neurons with
functions (see Fig. 1 right) based on the normal cloud concept [9] p. 113, see Fig. 1 right. Cloud
models are described by three numerical characteristics: expectation (Ex) as most typical sample
which represents a qualitative concept, entropy (En) and hyper entropy (He) which represents the
uncertain degree of entropy. Then, in the case of soft RBF network, the Gaussian membership
function w,(./.) in Eq. (6) has the form
w,(X,c,) = exp[— (%, —E(xj)/Z(En')ZJ = exp[— (X, —cj)/2(En')2] (8)
where En’ is a normally distributed random number with mean En and standard deviation He, E is
the expectation operator. For details see [10].
Nonlinear SVR is frequently interpreted by using the training data set {y,,x, },, with

input data x, e R" and output data y, € R as follows
f(x,w,b)=Xw g, (x) +b (9)

where ¢, (x) are called features (the input data are projected to a higher dimensional feature space). In
order to perform SVM regression one optimizes the cost (empirical risk) function

1w
R = Y~ W), (10)

which leads to solving of the quadratic optimization problem. More information can be found in [11].

4 Building a statistical vs. soft computing prediction model for
WIG20 values

To build a forecast model the sample period, we divided the basic period into two periods. First period
(as the training data set) was defined from January 2004 to the end of June 2007, i.e. the time before
the global financial crisis or pre crisis period, and the second one so called crisis and post crisis period
(validation data set or ex post period) started at the beginning of July 2007 and finished by the March
8, 2012 Visual inspection of the time plot of the daily values of WIG20 index is given in Fig. 2. The
daily time series depicted in Fig. 2 exhibits non-stationary behavior. However, as was confirmed by
ADF test (see Tab. 1) its first differencing become stationary.

2 This time series can be obtained from http://www.wse.com.pl.
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Table 1. The results of ADF test applied to the WI1G20 time series values.

ADF test t-statistics p-value
Original WIG20 time series values -1.881134 0.3415
WIG20 time series (first differences) -45.55257 0.0001
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Figure 2. Time series of the daily closing prices of WIG20 index. Left period (1.2004 — 6.2007), right
period (7. 2007 — March 8, 2012).

Input (independent variables) selection is crucial importance to the successful development of an
ARIMA/ARCH-GARCH model. Potential inputs were chosen based on traditional statistical
analysis: these included the WIG20 indexes and lags thereof. The relevant lag structure of potential
inputs was analysed using traditional statistical tools, i.e. using the autocorrelation function (ACF),
partial autocorrelation function (PACF). According to these criterions the ARIMA(1,1,0) model was
specified as follows

Ay, =S+ Ay, +é (11)
where A is the difference operator defined as Ay, =y, -y, ,. Estimated parameters of specified
ARIMA(1,1,0) model are reported in Tab. 2.

Table 2. Estimated mean (Eq. 11) for WIG20 indexes.

Coeff. Value St. dev. p-value D-W

& 13938 |# 5899 [* 0.504
362 953 5

& 0.047107 | 0.019045 0.0134

+1.994470

As we mentioned early, high frequency financial data, like our WIG20 time series, reflect a stylized
fact of changing variance over time. An appropriate model that would account for conditional
heteroscedasticity should be able to remove possible nonlinear pattern in the data. Various procedures
are available to test an existence of ARCH-type model. A commonly used test is the LM (Lagrange
Multiplier) test. The LM test assumes the null hypothesis Ho: @, =a, =...=a, =0 that there is no

ARCH. The LM statistics has an asymptotic »* distribution with p degrees of freedom under the null

hypothesis. The ARCH-LM test up to 10 lags was statistically significant of the mean equation (10).
For calculating the LM statistics see for example [4].

For estimation of the parameters of GARCH type model the maximum likelihood procedure was used
and resulted into the following variance equation:
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h=a,+Yae +3 40, =6750+0125¢" +0.854h, .

ieui (12)
Furthermore, to test for nonlinear patterns in WIG20 time series the fitted standardized residuals
& =e /4/h were subjected to the BDS test. The BDS test (at dimensions N = 2, 3, and tolerance
distances &= 0.5, 1.0, 1.5, 2.0) finds no evidence of nonlinearity in standardized residuals of the
WIG20 time series. Next, the variance model given by Eq. (12) was re-estimated considering that the
residuals follow a Student’s distribution, and after GED. The model with the lowest value of AIC fits
the data best. Tab. 3 presents AIC, log likelihood functions (LL) in all cases.

Table 3. Information criteria and log-likelihood functions for re-estimated asymmetric variance
models.

Model | PGARCH | EGARCH T
Criteria Distribution
Period: 1.2004 - 6.2007
AIC 9.5853 9.3838 )
LL -4353.294 | -4353.642 Student’s
AIC 55728 55717 oED
LL “4347.636 | -4348.162

As we can see in Tab. 3, the smallest AIC has just the EGARCH(1,1) with GED distribution. After
these findings we re-estimate the mean Eq. (10) assuming that the random component ¢, follow

EGARCH(1,1) GED. The final estimated prediction model has the form
Ay, =2.0492-0.0462, Ay, , +¢, (GED) (13)

Actual and fitted values of the WIG20 index calculated according to model (13) we can view in Fig.
3.
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1,200
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Figure 3: Actual and fitted values of the WIG20 index. Residuals are at the bottom. Actual time series
represents the solid line, the fitted vales represents the dotted line (statistical approach).

The granular RBF NN was trained wusing the variables and data sets as the
ARIMA(1,1,0))JEGARCH(1,1) model (13). In G RBF NN, the non-linear forecasting function f(x)
was estimated according to the expressions (6) with RB function w,(./.) given by Eq. (8). The
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detailed computational algorithm for ex post forecast RMSE values and the weight update rule for the
granular network is shown in [10]. The fitted vs. actual WIG20 indexes for the validation data set are
graphically displayed in middle of Fig. 4.

The prediction of WIG20 values for the post-crisis period was also done by SVR model using gretl
software®. Gretl software is the implementation of Vapnik's Super Vector Machine [12] for the
problem of pattern recognition, regression and ranking function. The fitted vs. actual values of the
WIG20 time series for the validation data set (post-crisis period) are graphically displayed in Fig. 4
right.

5 Empirical Comparison and Discussion

Table in Fig. 4 left presents the summary statistics of each model based on RMSE and MAPE
calculated over the validation data set (ex post period). This table shows the results of the methods
used for comparison. The best performing method is G RBF NN followed SVR. A comparison
between latest statistical and intelligent methods shows that intelligent prediction methods
outperformed the latest statistical forecasting method. Further, from table in Fig. 4 left it is shown that
both forecasting models used are very accurate. The development of the error rates on the validation
data set showed a high inherent deterministic relationship of the underlying variables. Though
promising results have been achieved with all approaches, for the chaotic financial markets a purely
linear (statistical) approach for modelling relationships does not reflect the reality. For example if
investors do not react to a small change in exchange rate at the first instance, but after crossing a
certain interval or threshold react all the more, then a non-linear relationship between Ay, and Ay, ,

exist in model (11).

4,000 4,000
{3,600 3,600
(3,200 3,200
{2,800 2,800
Model RMEE | MAPE [-2.400 r2.400
] 000 00 ] t2,000
ARIMALLOY [, o, Lesd 20 [ e e
EGARCH(L,1) GED 1004 a0 100 [ 4200
RBF NNs 39556 | 1197 n{ o
SVR 3923 1421
100 | 1004
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Figure 4. Table in the left presents the summary statistics of each model based on RMSE and MAPE
calculated over the validation data set (ex post period). Actual and fitted values of the WIG20 index
for G RBF NN (in middle)) and for SVR model (right). Residuals are at the bottom. Actual time series
represents the solid line, the fitted vales represents the dotted line.

6 Conclusion

In managerial decision-making, risk and uncertainty are the central categories based on which the
effects of individual variants are assessed, and subsequently the final decision is chosen from several
variants. In the present paper we proposed two approaches for predicting the BUX time series. The
first one was based on the latest statistical ARIMA/ARCH methodologies, the second one on neural
version of the statistical model and SVR.

After performed demonstration it was established that forecasting model based on SVR model is
better than ARIMA/ARCH one to predict high frequency financial data for the BUX time series.

® See http://gretl.sourceforge.net
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The direct comparison of forecast accuracies between statistical ARCH-GARCH forecasting models
and its neural representation, the experiment with high frequency financial data indicates that all
investigated methodologies yield very little MAPE (Mean Percentage Absolute Error) values.
Moreover, our experiments show that neural forecasting systems are economical and computational
very efficient, well suited for high frequency forecasting. Therefore they are suitable for financial
institutions, companies, medium and small enterprises.

The results of the study showed that there are more ways of approaching the issue of risk reducing in
managerial decision-making in companies, financial institutions and small enterprises. It was also
proved that it is possible to achieve significant risk reduction in managerial decision-making by
applying modern forecasting models based on information technology such as neural networks
developed within artificial intelligence. In future research we plan to extend presented methodologies
by applying fuzzy logic systems to incorporate structured human knowledge into workable learning
algorithms.
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Abstract

Heavy industrial companies in the EU have to face specific environmental factor — carbon emission
trading. This system is considered to be the main environmental tool of the European Union. The
power of its influence is frequently discussed topic and it was researched within many studies. The
aim of this paper is to assess an effect of two main factors of the EU ETS system — an amount of free
allocated allowances and emission permit price. This is done using the parameterization and
sensitivity analysis of the simple optimization model maximizing the total company profit and
involving the emission trading factor. Analyses in this paper are performed on the data of one
concrete steel company in the Czech Republic. An influence of chosen factors is assessed for the
second and third phase of the EU ETS, i.e. from 2008 to 2014.

Keywords
EU ETS, emission trading, carbon market, EUA, mathematical programming.

Abstrakt

Tezké primyslové podniky v EU musi Celit specifickému faktoru prostiredi — obchodovani s emisemi
uhliku. Tento systém je povazovan za hlavni nastroj pro Zivotni prostiedi Evropské unie. Jeho viiv je
Casto diskutované téma a to byl zkoumadan v mnoha studii. Cilem této prace je zhodnotit viiv dvou
hlavnich faktoru systéemu EU ETS — bezplatné povolenky pridelené a emisni cena povoleni. To se
provadi pomoci Parametrizace a citlivosti analyzy jednoduché optimalizace modelu maximalizace
zisku celé spolecnosti a zahrnuje obchodovani s faktorem. Analyzy v tomto dokumentu jsou provadény
na datech jedné konkrétni oceldiské spolecnosti v Ceské republice. VIiv vybranych faktori se
posuzuje pro druhou a tieti fazi EU ETS, tj. od roku 2008 do roku 2014.

Klicova slova
EU ETS, obchodovani, trh s uhlikem, EUA, matematické programovani.

1 Introduction

The aim of this paper is to analyze an influence of selected factors of the European emission trading
system (EU ETS) on profit of participating companies. Companies must face many constraints on
their production. Except of traditional economical and legislative restrictions, European industrial
companies are affected also by legislative constraints protecting the environment. Thus, decision-
making on production of these companies is influenced by environmental factors headed by carbon
emissions trading. All analyses will be performed for companies of so called carbon leakage sector.
This sector involves selcted industrial branches where an amount of emissions released to the
atmosphere is extra large. This sector was established by [3]. It is not necessary to involve also other
companies to analysis of influence of an amount of freely allocated permits by the EU because these
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remaining installations either do not currently get any such free allowances or at least it will be so in
very short term. An influence of emission permit price is the same for both carbon leakage company
and non-carbon leakage company. All the analyses will be performed using data of one Czech steel
company. The steel sector is also involved in the carbon leakage sector, see [3].

Emission trading within the European Union is a frequent object of many researches but most of them
have analysed EU ETS’ factors only as a whole (e.g. system efficiency analysis, econometrical
analysis for forcasting the price of allowances etc.) and only few of them investigate their influence
on companies. Some optimization models maximizing companies’ outputs with respect to the EU
ETS have been already designed (e.g. [1], [6], [9] or [10]). One of them [9] will be also used for
analyses in this paper. The main benefit of this paper is the complex assessment of the EU ETS’
influencing factors for the whole EU ETS system’s lifetime till September 2014.

The paper is organized as follows. After this short introduction, Chapter 2 containing basic principles
of the EU ETS system follows. Legislative background and links between the system and companies
are presented there briefly. Chapter 3 consists of the optimization model design and basic data
on researched parametres of the EU ETS and their descriptive statistics. Results of performed analyses
and their critical discussion can be found in the Chapter 4. Chapter 5 describes basic Software support
of optimizing the company EU ETS system. Finaly, the paper is ended by conclusions and suggestion
of future possible research topics related with this paper.

2 Emission Trading Scheme of the EU (EU ETYS)

The EU ETS is the main tool of the EU’s environmental policy which was established in 2005 by [2].
The core idea of the system is that each ton of the CO, released to the atmosphere by company must
be covered by one emission permit. That means that increase in production leads to increase in profit
but, on the other hand, it will also cause an increase in need of emission allowances and thus increase
in costs. Currently, the EU ETS involves more than 12 000 industrial installations inside the EU. A
lifetime of the EU ETS is devided into phases — phase 1 (2005-2007), phase 2 (3018-2012) and
current phase 3 (2013-2020). Conditions of emission trading have been changing gradually, see e.g.

[7.]

Emission permit flows between a company and its environment are illustrated in Figure 1.
Y
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Fig. 1: Emission permit flows between a company and its environment
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In the figure 1, it can be seen that three possible sources of allowances exist for companies. The main
source for companies from the already mentioned carbon leakage sector (steel companies, paper mills,
brick producers etc.) is a flow of freely allocated permits by the European Commission. Other two
flows are common for all the companies in the EU ETS — additional permits can be purchased either
on a secondary market or via emission auctions for a market price. On the other hand, only one
possibility to sell unused permits is accessible for all the companies — secondary market where
permits are traded. All flows mentioned above refer to two main conditions affecting companies —
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market price of allowances and an amount of allowances granted to companies for free. These two
parameters of the system will be analysed further.

Allowances of the EUA type (European Union Allowance) in the form of a spot is the basic and the
most traded financial instrument of the EU ETS system. Above that, derivatives of EUASs also exist,
but they are of interest rather for speculators on the financial market. Except of EUAS, companies can
also use allowances which have their origin in the Kyoto worldwide emission trading system — CERs
(Certified Emission Reduction). These CERs are highly beneficial for European companies because
their price is much cheaper than in case of EUAs. The EU have come with 10% quota for using CERs
by European companies to prevent companies from over-using CERs which would lead to EUA’s
price drop, see [2].

2.1 Secondary markets trading allowances and emission auctions

Secondary market has been allowed to use since the very beginning of the EU ETS system in 2005. It
consists of many stock exchanges all around Europe (e.g. SendeCO2 in Spain, EEX in Germany, ICE
in Great Britain etc.). Analysis of EUA allowance price dependency among various stock exchanges
was performed in [7]. Almost perfect correlation (with the correlation coefficient greater than 99%)
was proven. That is why only prices from one chosen stock exchange (SendeCO2) where used for
analyses in this paper. Two reasons for this choice exist. First, SendeCO2 provides data on emission
price on its websites clearly and for free. Second, this stock exchange (as one of few) enables also
CERs trading.

Emission auction is a new channel for purchasing the permits launched in 2013 [3]. The reason for
this change was the fact that conditions for allowances allocation had been changed for the third phase
of the EU ETS system. The already mentioned research [7] proved that almost perfect correlation
between prices at auctions and prices on the secondary market exists (with correlation coefficient
exceeding 99%). That is why a possibility of emission auctioning will not be included in following
analyses.

3 Optimization model and input data

In this chapter, the optimization model together with input data from the EU ETS system on
allowance prices for further analyses are presented.

3.1 Optimization model maximizing the total profit of a company

The following deterministic optimization model is aggregation of models presented in [8] and [9].
Model is deterministic like the one in [8], on the other hand it enables using the CER type of
allowances like the one in [9].

Model presumptions are as follows:

all the model parameters are considered to be deterministic;

model is static, for only one period;

decision is made at very beginning of the period and it cannot be changed further;

company always chooses a possibility of using the greatest possible amount of CERs (i.e.
10%) to cover its emissions.

The last presumption is supported by the fact that EUAs have never been cheaper than CERs so far.
Currently, CERs are more than fifty times cheaper.

max,,{m7y + (r — 0.9 €"x) - pFY4 — 0.1 ex - p°ER — ¢},

94



11. letni Skola Aplikované informatiky, Bedtichov 12. — 14. zati 2014

z.p. y=(E-Aux,
d‘SySd",
x<v,
x=>0y=>0,

y € R"® s avector of product sales;

x € R™ isavector of company’s production;

e € R™ s avector of carbon coefficients indicating an amount of CO, released by production
of a one unit of a particular product;

ptva is a price of the EUA allowance type;
pCER is a price of the CER allowance type;
r is an amount of emission permits granted to company for free;

m € R" isa vector of company’s margins;

c stands for total fixed costs of a company;

E € R™™ s a unit matrix;

A € R™™ is a matrix of technical emission coefficients of a production;

d € R™ isavector of lower bounds for sales (given by already signed contracts)

d€ € R™ s a vector of expexted demands for the investigated period;

v € R™ isavector of company’s production capacities.

The reduction of model variables would be possible by substituting of y by x (in accordance with
the first model constraint). This form was chosen in order to keep the transparency of the model.
Fixed cost (c) is not dependent on any model variable and thus it does not affect the result of
optimization. Therefore, it would be possible to optimize the model excluding ¢ and then to decrease
the optimal value by the value of fixed costs in the end.

3.2 Input data for analyses

To be able to perform analyses declared in the introduction of this paper, many data are required
as for example data of some concrete industrial company on its production and data related with the
EU ETS system (amounts of freely allocated allowances and allowance prices). Figure 2 and figure 3
show a development of EUAs and CERs, respectively. In figure 4, it can be seen a development of
amounts of allowances granted for free to the modelled company from the very beginning of the EU
ETS system (2005) till the end of the third phase of the system (in 2020). Basic descriptive statistics
of data sets mentioned above can be found in tables 1a-1c and 2. Many changes in EU ETS conditions
were realised between the third phase and the second phase so these statistics are shown also
seperately for these periods (the second phase is shown in table 1b and the third phase in table 1c). All
the data were taken from the Spanish stock exchange SendeCO2*. Data on amounts of freely allocated
allowances were gained from the CarbonMarketData database®. The main difference between prices
and these amounts is the fact that amounts are determined directively by the central authority and
prices are determined by the market. That is why data till the end of the third phase of the EU ETS are
already known.

All the outputs mentioned above were processed using the SPSS 22 software.

* Sendeco2.com
5 www.carbonmarketdata.com
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Fig. 4: Development of freely allocated amount of EUAS to the modelled company (2005-2014)

Tab. 1a: Descriptive statistics of allowance prices in the second and third EU ETS phases

M Range Minirum | Maxirmum Mean Std. Deviation Skewness Kurtosis
Statistic Statistic Statistic Statistic Statistic Statistic Statistic Std. Error | Statistic Std. Error
ELA 1721 25,60 2,70 28,30 | 11,5689 506453 646 059 -,292 118
CER 1721 22,53 a7 2260 81620 641187 078 059 -1,288 118
Walid M (listwise) 1721
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Tab. 2b: Descriptive statistics of allowance prices in the second EU ETS phase

M Range Minimum | Maximum Mean Std. Deviation Skewness Kurtosis
Statistic Statistic Statistic Statistic Statistic Statistic Statistic Std. Error | Statistic Std. Error
EUA 1266 2257 573 28,30 13,823 5,20558 B30 068 - 069 37
CER 1266 22,45 A5 22,60 10,9838 507435 -,282 069 -434 37
Walid M (listwise) 1266

Tab. 3c: Descriptive statistics of allowance prices in the third EU ETS phase

N Range Minimum | Maximum Mean Std. Deviation Skewness Kurtosis
Statistic | Statistic | Statistic | Statistc | Statistic Statistic Statistic | Std. Error | Statistic | Std. Error
EUA 455 4,42 2,70 712 | 50184 50409 -052 114 -521 228
CER 455 65 07 72 3107 18098 504 14 -,897 228
wvalid M (listwise) 455

Tab. 2: Descriptive statistics of amounts of allowances granted to the modelled company for free

M Minimum | Maximum Mean Std. Deviation

W2 16 126884 464505 | 26138625 136764,008
Valid M (listwise) 16

The data on the modelled company were provided by one steel company in the Czech Republic. This
company requires to be kept in anonymity because of the data privacy. However, this fact does not
influence results of analyses performed.

4 Model verification and sensitivity analysis

Results of optimization of the model established in the previous chapter are shown in the table 3. It
can be seen that the modelled company is currently in loss of about 4 mil. EUR where about 10% of
this loss is caused by the emission trading. These results correspond to values of input parameters
current in September 2014 (EUA price equals to 6.2 EUR, CER price equals to 0.56 EUR and
145,098 permits granted to the company for free.

Now, sensitivity analyses of obtained results will be performed when the input data change in a range
of historical data shown in tables 1a-1c and 2.

Tab. 3: Results of the steel company’s profit optimization

V1 V2 V3 V4 /5
[tons] Production 431451.3| 576840.5 665365.6 120000 30000
[tons] Sales 0 12000 620545.6 120000 30000
Costs induced by
[EUR] Obijective function optimum: -4013185 | allowances: -406903
[EUR] Optimal value excluding fixed costs: 47638910.05

A sensitivity analysis was performed using the parametrization in the MS Excel 2013 software.

Macro application in Visual Basic was designed to enable the batch running of optimization
in the Solver tool of the MS Excel. Fig. 5 presents the program code of the macro. The macro
optimizes the K3 cell while values of variables B5-F5 are changed. The parameter in the cell (3,16) is
changed by a value of one step for each iteration. This step is determined by the value of the cell
(3,19). pocet variable, which can be found in the cell (3,20), determines the number of iterations.
Optimal values of variables are coppied to rows bellow the model automatically.
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Sub MakroR()
Dim pocet As Integer
pocet = Worksheets ("Listl"™).Cells=s(3, 20).Value
For i = 1 To pocet
Sheets ("Listl"™) .Select
ActiveWindow.S5mallScroll Down:i=-45
SolverOk SetCell:="32KES3", MaxMinVal:=1, ValueOf:="0", ByChanges:="S$BS5:5Fs5"
SolverSolve UserFinish:=True
SolverOptions AssumeNonNeg:=True
SolverFinish KeepFinal:=1
Range ("P3") .Select
Selection.Copy
Worksheets ("Listl"™) .Cell=(49 + 1 - 1, 1).5elect
Selection.PasteSpecial Paste:=xlPasteValuess, Operation:=xlNons, SkipBlanks _
:=False, Transpose:=False
Range ("B5:F5") .5elect
Application.CutCopyMode = False
Selection.Copy
Worksheets ("Listl™) .Cell=s (4% + i - 1, 2).Select
Selection.PasteSpecial Paste:=xlPasteValuess, Operation:=xlNons, SkipBlanks _
:=False, Transpose:=False
Range ("B3:F3") .5elect
Application.CutCopyMode = False
Selection.Copy
Worksheets ("Listl™) .Cell= (4% + i - 1, 7).5elect
Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlNone, SkipElanks _
:=False, Transpose:=False
Range ("K3") .S5elect
Application.CutCopyMode = False
Selection.Copy
Worksheets ("Listl™) .Cell=s (4% + i - 1, 12).S5elect
Selection.PasteSpecial Paste:=xlPasteValues, Operation:=xlWNone, SkipElanks _
:=False, Transpose:=False
Worksheets ("Listl™) .Cells (3, 16).Value = Worksheets("Listl"™).Cells(3, 16).Value + Worksheets("Listl"™).Cells(3, 19).Vahae
Next i
End Sub

Fig. 5: Program code for optimization model parametrization in Visual Basic

As mentioned above, conditions of the EU ETS system have been changing very quicky during
its phases which influenced a development of both analysed parameters — emission permits’ price
and amounts of freely allocated permits to companies. That is why these factors will be further
analysed both for each phase individually and for the second and third phase together.

Figures 6a-8 show the results of optimization. All these figures contain the visualization of
dependency of optimal profit (“%UF” curve) and costs given by emission trading on a change of
chosen parameter (value ranges of parameters were determined on the base of value range from
previous periods. In order to keep higher clarity of the figures, values of dependent variables are given
in percentage change in comparison with the current state (the current state is indicated by dotted
vertical lines). Mean values of probability distributions (1 ) of explanatory variables are indicated by
dashed vertical lines. Borders of blue rectangles correspond to bounds of intervals [ - o; p + o],
where o stands for a standard deviation.

Figures 6a-6¢ show an influence of changes in EUA prices (figure 6a for values of parameters
according to the variation range in the second and third EU ETS phase together, figure 6b for values
of the second phase only and figure 6¢ of the third phase only). Figures 7a-7c present an influence of
changes in CER prices (figure 7a for values of parameters according to the variation range in the
second and third EU ETS phase together, figure 7b for values of the second phase only and figure 7c
of the third phase only). Finally, figure 8 demonstrates an influence of freely allocated allowances to
the modelled company on the profit of this company.
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Figures 6a-8 demonstrate the dynamics of allowance prices’ development. Analysis of individual
EU ETS phases showed that current EUA and CER prices do not lie nearer than the standard
deviation from the mean value (they lie out of blue rectangles in figures above). In comparison with
the second phase, current prices are lower, and in comparison with the whole third phase, prices are
higher, on the contrary. This fact emphasises a need of further analysis of potential allowance prices’
impacts on companies.

Analyses showed that potential influence of EUAs is greater than in the case of CERs. An impact
of EUA prices from both EU ETS phases on company’ s profit (without fixed costs) lies in [-3;
0.46]% in comparison with the current state. The same analysis but only taking variation range of
values from the third EU ETS phase specified a shorter interval [-0.12; 0.46]%. An influence of EUA
prices on costs induced by emission trading can be expressed by interval [-54; 345]% while taking
into account values from both phases and by interval [-57; 222]% for values only from the third
phase. In financial terms, EUA prices can affect the profit by [-1,404; 222] thousand of EUR for
values from both EU ETS phases and by [-57; 222] thousand of EUR for values from the third EU
ETS phase only.

An inflence of CER prices is weaker in comparison with EUA prices, especially due to the legislative
restriction in the form of 10% limit for European companies which was already mentioned.
Percentage change of company’s profit (excluding fixed costs) in comparison with the current state
taking into account values from both the second and third EU ETS phases lies in [-1.07; 0.024]%. The
same analysis but only taking variation range of values from the third EU ETS phase specified a
shorter interval [-0.078; 0.024]%. An influence of CER prices on costs induced by emission trading
can be expressed by interval [-2.79; 125.56]% while taking into account values from both phases
and by interval [-2.79; 0.912]% for values only from the third phase. In financial terms, EUA prices
can affect the profit by [-510; 11] thousand of EUR for values from both EU ETS phases and by [3.8;
11] thousand of EUR for values from the third EU ETS phase only.

The last analyzed factor was an amount of freely allocated permits and it turned out to be the most
influencing EU ETS system’s parameter. The data collected for all available years were used
(that means the data for the period 2005-2020). It was discovered that the involved variation range
would cause a change in profit in [-0.24; 4.16]% (that means in [-112.9; 1980.3] thousand of EUR)
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considering all else being equal. An influence of the same factor on costs induced by emission trading
lies in [- 487.7; 27.8]% or [-112.9; 1980.3] thousand of EUR, respectively.

Althought an amount of freely alloacated permits was identified as the most influencing factor
for companies, another important fact should be taken into account. Too high amounts of allowances
were granted to companies especially in the first EU ETS phase. Corresponding potential great
increase in company’s profit and decrease in costs induced by emission trading are caused by these
high values for the first EU ETS phase. However, values of amounts are already known till the end of
the third trading phase (till 2020) and these values are going to decrease slightly for each following
year. That is the reason why emission prices can be considered as a greater threat for companies than
freely allocated EUA amounts. Because allocated amounts are known in advance, companies can
adjust their decisions on production and investments also in advance. But emission prices are very
difficult to predict. Presented risks could be also investigated by some specialised risk assessing
methods in the frame of risk management like the FMEA method, see e.g. [5].

5 Software support of optimizing the company EU ETS system

For the a pilot developent software support has been selected Unified Process object methodology.
The software solution has been decomposed into next six Use Cases (see Fig. 9):

e User Authenthication that provides user’s basic authentication. Users have two roles
(administrator and user of EU ETS) with different rights of access to system.

e Purchases and Sell that provides purchasing and selling of the emission permits on secondary
markets and auctions including the obtain information about the development price of
emission permits.

o Free Allocation that provides information on the number of emission allowances received free
of charge.

e Optimization that optimizes emission trading by the above described optimization model due
to the economic performance of the company.

e Sensitive Analysis that performs what if amalysis on the basis of parameters set. This Use case
fully utilizes the Excel program, ecpecially the graphical interface.

o Data Mart Administration that manages enterprise data and external data sources which are
necessary for the implementation of optimization and sensitivity analysis. The Class diagram
is shown on Fig. 10.
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frequent changes of data structures web pages as described in detail [4].

The software pilot project is currently in the testing phase, when is verified the software functionality
and linkage to other production planning models that are used in the enterprise.
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6 Conclusion

The aim of this paper was to analyze a power of influence of selected EU ETS factors on companies.
Concretely, an influence of CER and EUA permit prices and amount of freely allocated permits was
investigated. The sensitivity analysis was performed using the data of one steel companies in the
Czech Republic. Very similar effect for the whole steel sector and for other sectors listed in the
carbon leakage group within the EU can be assumed. All three analyzed factors had a higher impact in
the second EU ETS phase than in the third one. Currently, the weakest influence on companies can be
observed for CER permit price, especially due to its low mean value, low volatility and because of
legislative restriction of CER’s use for European companies. An amount of freely allocated permits is
the most influencing factor whose avantage is the fact that its values are known in advance. Therefore,
EUA permit price is considered to be the most important factor for companies which is influenced by
a high uncertainty. According to the historical EUA prices in the third EU ETS phase, an increase in
costs induced by emission trading up to 14% can come. On the other hand, these costs can be also
decreased down to 54% under the effect of EUA prices and down to 2.8% under the effect of CER
prices.

The presnted resarch can be extended further for examle by involving also non-carbon-leakage
companies. Statistical dependencies between partcular factors could be also included into analyses to
make the results more realistic.
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Abstract

This paper describes the architecture of Semantically Partitioned Peer to Peer Complex Event
Processing. Advantages and disadvantages of the architecture are estimated and followed by a list
and description of chosen technologies used to implement the architecture itself. In the end, the paper
describes the experiments and experimental data and metrics that will be used to verify the
architecture’s implementation.

Abstrakt

Prispévek popisuje architekturu takzvaného Sémanticky déleného komplexniho zpracovani uddalosti.
Jsou diskutovany vyhody a nevyhody architektury. Ddle vypiSeme technologie, které pouzivame pri
implementaci této architektury s jejich popisem. Konec clanku diskutuje experiment, data a metriky
planované k vyhodnoceni implementaci architektury.

Keywords
Distributed Complex Event Processing, Java

Klic¢ova slova
Distribuované komplexni zpracovani udalosti, Java

1 Introduction

2 Semantically Partitioned Complex Event Processing Architecture

Complex Event Processing (CEP) is a borderline technological and conceptual area of computer
science. It is both a theoretical and technological tool to be used for processing large amounts of data
that flow in a stream of so called Events, which are introduced more formally in the following
definition.

Definition 1. An Event is a record of an activity in a system. The event has two aspects: the content
(carries static data) and the time stamp. Formally, an event E is a tuple E(t, p) where t is the time
stamp and p is a the set of key-value properties (k, v) of an arbitrary type.

An example of an event stream could be a set of login attempts to a web server. Another example
might be sell/buy actions on a stock market. These examples show that the concrete mapping of the
event from Definition 1 into computing is rather free and one can choose to look at a system as a
collection of very low level events (TCP packets) or high level events (stock manipulations).

First and foremost, CEP provides theoretical tools to analyze event streams. The goal of CEP is for
the analysis to have the following properties:

1. It’s temporally oriented - as we can see from Definition 1, the time stamp is an important part
of an event. It allows for the analysis to compare times at which the event is produced along
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with time correlations to other events (e.g. a high volume of certain stocks were sold in the
time frame of 5 minutes).

2. ltis real time and high performance oriented - no data should be stored for future analysis as
the analysis is carried out using streaming data. Thanks to this aspect, it should be possible to
use CEP in environments with large volumes of data.

3. It produces events - by analyzing the stream of events, CEP is allowed to generate deduced
events called Complex Events. This is very often called aggregation. These events can be
further analyzed as any other events.

CEP was introduced in [1]. Apart from theory, the book also defines specific implementation and the
authors share their experiences stemming from the use of the imlemented CEP system called Rapide.
This is an interesting observation. The area of CEP is seldom purely theoretical, and research in the
area is usually tied to a specific CEP engine implementation.

2.1 Distributed Event Processing

Much research attention has been allotted to distributed CEP (DCEP). The main goal of DCEP is to
improve the second feature of CEP abstraction: the performance. Distributed CEP is a very vague
notion, therefore we use the following definition for our purposes:

Definition 2. Distributed Complex Event Processing is the collection and processing of events on
several computing nodes divided by a computer network. The addition of new processing nodes is
carried out with the goal to increase the performance of the whole system.

A system that implements DCEP according to Definition 2 will scale horizontally. Such DCEP
implementation is very similar to middleware solutions on Java platforms today (the area of
Enterprise Systems).

Well known existing CEP systems such as Esper [4] or Drools Fusion [11] do not yet implement
DCEP. It is implemented mostly in an ad hoc fashion without the support of any specific tool. One of
the main goals of our research is to introduce comprehensive theoretical abstraction for DCEP, and
also to implement an engine that allows for the use of abstraction.

Figure 1 DCEP Notation shows how we aim to model the DCEP system as a graph. A node in the
graph is a so called peer and represents an event producer. Such a producer will typically be a server
computer or sensor - the producer of events. Edges in the graph represent event flows which should be
oriented. The dashed lines on the figure express the possibility of a new connection between P1, P3
and P3, P4. The connections in our model are created and destroyed very quickly in an automated
fashion to imporve performance and simultaneously not lose any expressive power (the loss of a
Complex Event detection).
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Figure 9 DCEP Notation

Following the short introduction to DCEP and our notation, we would like to briefly discuss state of
the art research with the same aim.

The distribution expressiveness trade-off has been recently studied by Tariq [12,13,14,15] in the area
of publish subscribe. The authors use spectral clustering to group subscribers and exploit the
similarities of events. Their method also uses peer to peer networking which resonates with our
approach.

The research of Balis et. al [16] focuses on distributed monitoring of events and the work consists of
DCEP implementation in accordance with Definition 2. The difference from our method is that Balis
answers queries without precision loss precision and the method seems to be limited to very specific
CEP scenarios. More on CEP engine precision can be found in Section 2.2 of this paper.

From the self-organization point of view, the Event Subscription Recommender (ESR) introduced in
[17] is a very interesting work. The recommender dynamically produces new event subscriptions. It is
a software component that is part of the PLAY platform as part of the Seventh Framework
Programme.

2.2 Result Scalable Queries

In this paper, we introduce DCEP architecture that answers CEP queries.

Definition 3. A CEP Query is a template that matches a set of events. Formally, a CEP Query Q(P, W)
is a tuple where P is a pattern and W is a temporal length (a time frame, e.g. 10 min). The pattern P is
a logical formula in the propositional calculus. Let EO(a, b) and E1(c, d) be events. A variable in the
formula takes on the form of a comparison of two elements from a set: {a, c} U b udu
CONSTANTS, where CONSTANTS is a predefined set of constants.

The ability to execute CEP queries and thus uncover interesting patterns of events is part of every
CEP engine implementation. The engines allow a user to define CEP queries and to process the
results. We observe that CEP queries can be further categorized into two disjunctive categories
according to the expectations of the user. The categories are: result binary, result scalable.

Definition 4. A CEP query is result binary if and only if the receiver of the query results requires the
results to be deterministic with regards to the input events.

Queries are result scalable if and only if they are not result binary. From our research, we have
concluded that there is large amount of problems that need to employ result binary queries - those that
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need exact deterministc results every time. An example of such might be the computation of financial
information based on high level business events.

However, by studying research done nowadays, it can be observed that many problems are good with
result scalable queries. These queries might not uncover all Complex Events, but thanks to the
allowance of this imprecision, we are able to boost CEP engine performance.

Our architecture is called Semantically Partitioned Peer to Peer Complex Event Processing (PCEP).
The main implementation piece is the so called peer which is a process deployed to a computer that
supports a Java execution environment. The peer is composed of the following components:

e CEP Engine - a peer bundles an existing CEP engine that has no DCEP capabilities.

Examples of such engines are Esper for Java or Drools Fusion.

e Communication Module - this module is used to ensure communication between different

peers. The module needs to handle decentralized peer-to-peer communication.

e Monitoring Module - this module is used to collect statistics about the CEP engine and the

context in which the peer is deployed (e.g. CPU consumption on the node).

e High Speed Gateway - a component used by the communication module to disseminate

Events.

e Peer Logical Module - a module that executes distributed algorithms to answer CEP queries.
These five components are bundled together to form a peer. Typical PCEP deployment consists of
deploying similar peers across the network, one peer for one producer. The peers connect to each
other, communicate, and answer CEP queries submitted by a user. There are two modes in which a
peer may be deployed. This is shown on Figure 2 Modes of Deployment. The figure shows that in one
instance the peer on the right is deployed directly on the same PC as the MSSQL database (the
producer of events). The second mode of deployment is shown on the left. The peer is deployed on a
computer that is in near proximity (latency wise) to the producer (Web Server) but is not on the same
PC.

<<device>> <<device>>
: Comodity PC : Comodity PC
<<sw collection>> <<sw collection>> <<RDBMS>>
: MSsQL
:PCEP Peer Java Server :PCEP Peer Java Server e

<<device>>
: Web Server

<<Container>>

:Apache Tomcat

Figure 10 Modes of Deployment
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2.3 Technologies

This section introduces technologies that are being used to implement the PCEP. The following table
lists the components and along with the technologies that are used to implement them. The rest of the
section will be dedicated to discussing the most important ones.

Component Technology Notes

CEP Engine Esper for Java

Communication Module Apache Zookeeper

Monitoring Module JMX of Esper engine, Java Technically pure Java EE

High Speed Gateway Netty As low level as possible

Peer Logical Module Java language Written in pure Java language

Visualization GWT framework

Generator Java Again  pure Java. The
implemenetation is distributed

Virtualization Docker

Esper for Java is a state of the art CEP engine. It uses query language to capture events in the stream
of events. The engine has one important property that makes it a good technological choice for PCEP:
the possibility to embed the engine in a Java process. This feature is also available with the Drools
Fusion project.

For the communication module, we have chosen to use Apache Zookeeper. This framework is used to
perform distributed algorithms which allows sharing of a tree-like datastructure between all
computers that are part of the peer-to-peer network. On top of this functionality, it has several features
that simplify distributed programming. Using this simple concept of distributed data structure, it is
possible to implement even the most complicated distributed algorithms.

An important technology to be mentioned is the Docker, a virtualization tool. This tool is a para-
virtualization solution that allows to set up a virtualized environment with low overhead compared to
classical full virtualization solutions.

3 Experimental Data Sets and Metrics

The most important dataset that will be used to evaluate the performance of the algorithm is that from
the assignment for the competition DEBS Grand Challenge 2014 [3]. The data set contains data
collected from sensors: smart plugs. A smart plug is a device in between a power outlet on a wall and
an appliance at home. The plug collects data about the consumption of electrical energy and
periodically reports the information in the form of a temporal event. The structure of the dataset is a
set of events of which each event is described using the following fields:

e id
timestamp
value
property
plug_id
household_id
house_id
The record encodes two types of events: load and work. The load is absolute energy consumption
while work is cumulative. Events are reported every second.
The over 50GB of data contains events collected from 40 houses over a span of 30 days.
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Thanks to the fact that the data set has already been used within the framework of an assignment for a
state of the art academic challenge, we will be able to compare our results with the results of other
research groups in the field.
The metrics to be used to evaluate PCEP will be the following:

o throughoutput compared to existing solutions

e per-query precision compared to existing solutions
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Abstrakt

Tento clanek je zaméren na pripravu matematickych podkladii pro optimalizaci nakladani s odpady v
ramci urcité obce. Jako vstupni data jsou pouzity GPS souradnice odpadnich kontejnerii a map
poskytovanych webovou strankou www.mapy.cz/. Krizovatky jsou oznaceny a jejich GPS souradnice
Jjsou ulozeny v souboru. Na zacdtku jsou cesty rozdeleny do dvou skupin podle pritomnosti odpadnich
kontejnerit na mistech a bez nich.

Tyto vstupy definuji problém teorie grafii o nalezeni nejkratSi trajektorie spojujici vSechny body
s odpadem, ktera je rovna nejkratSimu Eulerovskému tahu v grafu. Program Maple byl pouZit pro
v§echny vypocty a grafické vizualizace i k FeSeni minimadlniho parovani na zdkladé teorie mnozin. Ke
sniZeni exponencialni slozZitosti problému byly pouzity tii podminky a dodatecné okraje jsou zavedeny
pouze v pripadé, Ze spojuji sousedni body. Nesousedici body jsou spojeny pouze tehdy, leZi-li mezi
nimi bod s lichou hodnotou. Body s lichou prilehlosti jsou ve vzestupném poradi s ohledem na
optimalizovat trajektorii sbérného vozidla komunalniho odpadu v mnohem veétsich vesnicich, jak je
uvedeno v nasledujicim clanku.

Abstract

This article is focused on the preparation, with the mathematical bases, used for the optimalisation of
the waste disposal within the certain village. As an input data are used GPS coordinates of the waste
containers and maps provided by the www.mapy.cz web page. Crossroads are indexed and their GPS
coordinates are saved in a file. The other file contains connections of the crossroads as a list of
ordered couples crossroads indexes. At the beginning, the roads are divided into two sets according
to the waste containers presence places with and without them.

These inputs define problem of the Graph theory to find the shortest trajectory connecting all waste
sources points, which is equal to find the shortest Eulerian line in the given graph. Program Maple is
used for all computations and graph visualizations. Solution to the minimal matching problem in the
Maple based on the set theory was used to solve this problem. To reduce exponential complexity of
the problem free premises are used. Additional edges are introduced only if they connect adjacent
points. Non-adjacent points are connected if only one point with even adjacency lies between them.
Points with the odd adjacency are in ascending order with respekt to adjacency. Minimal matching
begins with the point of the lowest adjacency. This assumption enables to optimise trajectory of the
municipal waste pick up trailer in much greater villages as it is shown in the following article.
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1 Materidly a metodika

Jako zdroj zékladniho vstupniho materidlu poslouzily mapy ze servru www.mapy.cz/, odkud byla
stazena mapa nejmenované obce. DalSim vstupnim materidlem byly GPS lokace potfebnych bodi a
lokace nadob pro sbér odpadli. Zemépisné soufadnice WGS-84 byly prevedeny do soustavy
pravouhlych kartézskych soutfadnic. Nasledné spojeni bodii tvofi hodnoceny neorientovany graf,
jehoZz nejvyssi generalizace ma vliv na vypocetni slozitost. Graf je zjednodusen. Odstranény z néj jsou
cesty se slepymi konci a cesty bez zdroji odpadt (pokud se piipoji uzly s lichym ptilehlost). Na zavér
je zjednoduseny graf upraven minimalnim parovanim tak, Ze je mozné implementovat eulerovsky tah.
Pro tuto pfipadovou studii byla pouzita metodika teorie grafui - eulerovsky tah, Hamilton kruhu, a
minimalni parovani, viz [2]. Potfebné vypoéty byly provedeny pomoci programu Maple, viz [4].

2 Ptiprava vstupnich informaci

Na zacatek bylo potfeba prevést mapu dané obce do podoby grafu. K tomu bylo potieba vyuzit GPS
lokaci ktizovatek ulic v obci, které budou v grafu tvofit jednotlivé uzly. GPS lokace byly pifevedeny
pomoci referenéniho elipsoidu WGS 84 (World Geodetic Systém 84) do kartézské soustavy
soufadnic, ¢imz byly ziskany uzly grafu. Pro vytvofeni hran grafu bylo zapotiebi sestrojit matici
sousednosti, ktera obsahuje vzdalenosti mezi jednotlivymi kiizovatkami — uzly grafu, které jsou
spojeny komunikaci. Mezi kiizovatkami, které spojeny komunikaci nejsou, je vzdalenost ,,-1“ pro
jednodussi praci. V tomto konkrétnim piipadé€ je matice sousednosti symetricka dle hlavni diagonaly.
Rozdil by nastal u vétSich mést, ve kterych jsou komunikace s jednosmérnym provozem.
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Obrazek ¢.1: Zakladni graf obce

Dal$im rozdilem mohou byt komunikace o Sifce, ktera neumozni sbér odpadu jednim prijezdem
sbérného vozu, ale je tfeba sbirat odpad na kazdé strané¢ komunikace zvlast, tedy dvé cesty pies jednu
hranu. Témito kroky byl vytvofen neorientovany ohodnoceny graf, ktery slouzi jako zaklad pro dalsi
feSeni. V zakladnim grafu, ktery je odvozen od mapového podkladu, bylo potfeba odlisit od sebe
komunikace, na kterych jsou umistény sbérné nadoby pro odpad a na kterych ne (obr €. 1). Je ziejmé,
ze komunikace se sbérnymi nadobami musi sbérné vozidlo projet. Komunikace bez sbérnych nadob
neni tfeba projizdét, ale v grafu figuruji jako potencionalni pomocné cesty pii minimalnim parovani.

Zékladni graf obsahuje 68 bodi, coz je zhlediska vypocetni slozitosti, ktera s poctem bodu
exponencialné roste, nelze provést ,,hrubou silou* — porovnanim vsech moznosti (jednalo by se totiZ o
68!). Proto je tieba hledat vhodné zjednoduseni stavajiciho grafu s ohledem na funkci optimalizace.
V prvnim kroku Ize z grafu odebrat uzly, do kterych vede pouze jedna hrana, [5]. Tedy body, do nichz
a z nichz se lze dostat pouze po jedné komunikaci. Tim to krokem se graf zjednodusi na 52 bodu. Pii
pohledu na graf lze vidét, ze prvnim odebrani hran, v grafu vznikly nové uzly, které splnuji
podminku, Ze do nich vede pouze jedna komunikace. Lze tedy prvni krok aplikovat opakované, dokud
v grafu nezbudou uzly, do kterych vede dv¢ a vice hran. Nyni ma graf 51 uzla.

Pro dalsi zjednoduseni bylo tfeba prohledat mnozinu hran, na kterych nejsou sbérné nadoby. A zjistit
zda jsou napomocny optimalizaci feSeni ¢i nikoliv a mizeme je tedy vypustit. Podminkou tohoto
rozhodnuti je mocnost — pocet cest do jednotlivych uzli, které tyto hrany bez sbérnych nadob spojuji.
Cilem je ziskat uzly o sudé mocnosti. Pokud odebranim hrany bez odpadu ziskdme dva uzly o sudé
mocnosti, je tato hrana odebrana a dale s ni v grafu neni pracovano. Naopak hrany, diky kterym jsou
jejich koncové uzly sudé, v grafu zdstanou. Nyni jiZz neni bran rozdil mezi hranou se sbérnymi
nadobami a bez nich. Uloha se zjednodusila na 49 uzli a ubylo 6 hran.
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V dalsim kroku jsou vyhledany vSechny uzly, do kterych vedou pravé dvé. V praxi jsou to kiizovatky,
pies které se projizdi a diky zjednodusSeni z nich jiz nelze odbocit jinam. Tyto uzly miZeme vynechat
a hrany, které do téchto bodt vedly spojit v jednu hranu. Hrany v grafu si nejsou rovny méfitkem.
Jedna se pouze o grafické znazornéni. Jejich ohodnoceni zlstava nezavisle na jejich délkach. Nyni
v grafu zGstava jen 24 uzla.

Nyni je graf sloZzen z uzl, jejichz mocnost je tii a vice. Jsou zde i uzly s lichym stupném, coz
znemoznuje provést Eulerovsky tah. K jeho provedeni je tieba, aby mély uzly sudy stupeit mocnosti,
[3]. V soucasné podobé zjednoduseného grafu je 18 bodd, které maji lichy stupeit mocnosti.

3 Minimalni parovani

Nyni je tfeba uzit minimalniho péarovani, tedy spojit lich¢ body pomocnou hranou, ktera bude
kopirovat stavajici hrany (komunikace), a soucet téchto hran bude nejnizsi mozny, [1]. VSechny uzly
s lichou mocnosti spolu nesousedi, tedy budeme muset pfi minimalnim parovani uvazovat i s uzly
leZicimi ob uzel. Nikdy vSak pomocna hrana spojujici dva uzly s lichou mocnosti nesmi protinat treti
uzel s lichou mocnosti, to by bylo neefektivni.

Mozny poéet kombinaci viech part z 18ti uzld je 34 459 425. Reseni tohoto problému hrubou silou je
z hlediska vypoctové slozitosti neefektivni. Proto je nutné uvazovat tii zjednodusujici podminky.

1 Jako mozné vlozené hrany budou uvazovany pouze hrany, spojujici pfimo sousedici uzly.

2 V3echny uzly s lichou mocnosti spolu nesousedi, je tedy tfeba uvaZzovat i o spojeni s body
ob uzel. Podminkou spojeni ob uzel je, Ze na spojnici dvou boda s lichou mocnosti smi
byt pouze jeden dalsi uzel a to pouze uzel se sudou mocnosti.

3 Vnitini bod musi byt lichy.

4 Vypocetni tabulka Maple

Soubor DZL obsahuje matici sousednosti DD a skupinu cest LL. Pocet lichych bodi je n3=18.
Nejdiive musime nalézt vSechny cesty spojujici sousedici body a uloZit je do skupiny K1.

> restart; with(LinearAlgebra): with(plots):

> read "DZL.sav": LL:=map(u->{u[]}{LL[]}):

>n3:=18: K1:={}: K2:={}:

> for i from 1 to n3 do; for j from i+1 to n3 do;

if has(LL,[{i,j}]) then K1:={K1[],{i,j}}; end if: end do: end do:
> for i from 1 to n3 do; for j from i+1 to n3 do;
mp:=subs(i=NULL,map(u->u[],select(has,LL,i))) intersect
subs(j=NULL,map(u->u[],select(has,LL.j)));

if mp<>{} then K2:={K2[],[i,mp[],j]} end if; end do: end do:

Nyni je dilezité nalézt hrany, které splnuji podminky 2 a 3 a ulozit je do souboru K2.

> k2:=map(u->*if‘(nops(u)=3,u,NULL),K2): k2:=map(u->‘if‘(u[2]>n3,u,NULL),k2):
> K2:=map(u->‘if‘(nops(u)>3,u,NULL),K2):

116



11. letni Skola Aplikované informatiky, Bedtichov 12. — 14. zati 2014

> K2:=map(u->map(v->[u[1],v,u[-1]],u[2..-2])[].K2):
> K2:=map(u->“if‘(u[2]>n3,u,NULL),K2): K2:={k2[],K2[]}:

Matice sousednosti D3, vytvofena pouze pro uzly slichou mocnosti, respektujici predchozi
podminky, vypovida o vzdalenostech mezi jednotlivymi a uzly a hlavné udava pocet moznosti spojent
jednotlivych uzld.

> D3:=Matrix(n3,n3 fill=infinity,shape=symmetric):

> for k in K1 do; D3[K[]]:=DD[k[]]; end do:

> for k in K2 do; d3:=DDI[K[1],k[2]]+DDI[K[2],k[3]];

if D3[K[1],k[-1]]>d3 then D3[k[1],k[-1]]:=d3; end if; end do:

Kazdy z téchto uzlt ma dle matice sousednosti dany pocet moznosti spojeni s jinym lichym uzlem.
Tyto mozZnosti predstavuji neuspoiradané dvojice {pocatecni bod, koncovy bod}, tedy ke kazdému
uzlu jsou pfitazeny neusporadané dvojice dle moznosti jeho spojeni. Sefazenim vektoru 18 uzli od
uzlu s nejniz§im poctem spoji po uzel s nejvy$sim poctem spojl, snizime vypocetni slozitost, viz
obrazek ¢. 3. VSechna mozna spojeni budou ulozena v proménné K.

> KN:=map(u->{lhs(u)},op(2,subs(infinity=0,D3))): ND:=[$1..n3]:

> MN:=Matrix(map(u->[u,nops(select(has,KN,u))],ND)): Go:=true:

> while Go do; Go:=false; for i from 2 to n3 do;

if MN[i,2]<MN[i-1,2] then MN:=RowOperation(MN,[i,i-1]);

Go:=true; end if; end do; end do:

> ND:=convert(Column(MN,1),list): NN:=convert(Column(MN,2),list):

> K:=map(u->[select(has,KN,u)[]],ND);

K:= [[{3’ 4}]’ [{4’ 5}’ [{5’ 7}1 {61 7}]’ [{6’ 8}’ {81 9}]1 [{81 9}1 {91 10}]1 [{121 13}1 {131 14}]1 e ]

Nyni z tohoto vektoru vezmeme prvni uzel ,,4“, ke kterému naleZi dvé moznosti spojeni — {3,4} a
{4,5}. Vznikly dvé varianty prvniho vybéru — dvé vétve feseni. Pro kazdou vétev nyni postupujeme
samostatneé. Nejprve ze vSech zbyvajicich uspofadanych dvojic vyfadime ty, které obsahuji pouzité
body (zvlast pro kazdou vétev, tedy pro prvni vétev ,,3“a ,,4, pro druhou ,,4 a ,,5°). Nyni se ptida ke
kazdé vétvi dalsi neuspofadané dvojice pro dalsi uzel v poradi a cely proces se opakuje. Pokud druhy
uzel méa také dvé moznosti spojeni dostaneme tak Ctyfi vétve. Moznosti — vétvi pribyva, ale
S odebiranim jiz pouzitych uzld se stava spousta vétvi slepymi — bez moznosti dokonceni a dochazi
k redukci vétvi. Cely postup se opakuje az do vy€erpani nepouzitych uzld. VSechny mozné
kombinace pari jsou ulozeny v proménné pe.

> PE:=[]: pe:=map(u->{u},K[1]); nu:=1:

> while nu<n3/2 do;

nn:=map(u->{map(v->v[],u)[1}.pe);

su:=map(u->map(v->v=NULL,u),nn); KS:=map(u->subs(u,{}=NULL,[]=NULL,K),su);
ks:=map(u->u[],map(u->u[],KS)); ks:={map(u->*if‘(nops(u)=1,u,NULL),ks)[]};
su:=map(u->u=NULL,ks); KS:=subs(su,[]J=NULL,KS);
idel:=[seq(‘if*(KS[i]=[],i,NULL),i=1..nops(KS))]; su:=map(u->u=NULL,idel);
KS:=subsop(su[],KS); pe:=subsop(su[],pe); ks:=map(u->u[1],KS);
pe:=zip((u,v)->map(w->{u[],w},v)[],pe,ks); nu:=nu+1; PE:=[PE[],nops(pe)];

end do:
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V feseném pripadu je vysledkem 17 moznosti minimalniho parovani, coz pro ,, hrubou silu“ —
porovnani vSech moznosti pomoci matice sousednosti, nepfedstavuje nijak naroény ukol. Nalezeni
minimalniho parovani je nyni snadne.

> SE:=map(u->add(w,w=map(v->D3[Vv[]],u)),pe); Smin:=min(SE):

> MMatching:=zip((u,v)->*if*(u=Smin,v,NULL),SE,pe)[];

MM atching := {{1, 14}, {2, 3}, {4, 5}, {6, 7}, {8, 9}, {10, 11}, {12, 13}, {15, 18}, {16, 17}}
17

338

16
B g 20
240 N\ 1L
174 13
2
26 P32 e

Obrazek €. 2: Zjednodudeny graf a minimalni parovani - tu¢né
V prubéhu vypoctu bylo prosetfovano maximaln€¢ 75 nezavislych vétvi vypoctu, na rozdil od
obréaceného postupu, kdy se vektor uzla sefadil od uzlu s nejvy$sim poctem spoji. V tomto ptipadé

bylo sledovano maximalné 475 nezavislych vétvi vypoctu, viz obrazek 2, fazeno od minima — dolni
linie, fazeno od maxima — horni linie. Vysledek — minimalni parovani je zobrazeno na obrazku ¢. 3.
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Obrazek ¢. 3: Vypocetni sloZitost

118



11. letni Skola Aplikované informatiky, Bedtichov 12. — 14. zati 2014

5 Shrnuti

Pfi optimalizaci svozové trasy je nutné nejprve prevést topografické podklady do digitalni podoby.
V tomto ¢lanku bylo vyuzito GPS soufadnic a systému WGS — 84 pomoci, kterych byl mapovy
podklad pieveden do podoby neorientovaného ohodnoceného grafu. Ve druhém kroku probéhlo
snizeni slozitosti grafu. Tretim krokem bylo vytvofeni Eulerovského tahu, k némuz se dospélo pomoci
minimalniho péarovani. Pouziti zjednoduSujicich predpokladi vedlo kvelmi vyraznému sniZeni
vypocetni slozitosti problému.

6 Podékovani

Vyzkum byl podpofen v ramci projektu TP 4/2014 Analyza degradace procesti modernich materialti
pouzivanych v zemédélské techniky financovan IGA AF MENDELU.

7 Literatura

[1] Berge, C.: The Theory of graphs. Courier Dover Publications, 2001, ISBN 978-
0-486419-75-6

[2] Cook, W., J.: Po stopach obchodniho cestujiciho. Dokoifan a Argo, 2012, ISBN
978-8-073634-12-4

[3] Demel, J.: Grafy a jejich aplikace. Academia, 2002, ISBN 978-8-020009-90-6

[4] Maple User Manual Maplesoft, 2011, Waterloo Canada, ISBN 978-1-926902-07-4

[5] Matousek, J., Nesettil, J.: Kapitoly z diskrétni matematiky. ISBN 978-8-024617-40-4

119



11. letni Skola Aplikované informatiky, Bedtichov 12. — 14. zati 2014

11™ Summer School of Applied Informatics
Proceedings
11. letni Skola aplikované informatiky
Sbornik piispévki

Bedrichov, 12.-14. zari 2014

Editori/Editors:
prof. RNDr. Jiri Hrebicek, CSc.
ing. Jan Ministr, Ph.D.
doc. RNDr. Tomas Pitner, Ph.D.

Vydal: Karel Kovafik - Littera
1. vydani

Tisk: Tiskarna Didot, Trnkova 119, 628 00 Brno

ISBN 978-80-85763-87-4

120



	Obsah
	Forecasting Financial Volatility: Application of Customized Neural Network Combined with ARCH Model into Time Series Modelling
	1 Introduction
	2 Methods and Models
	Financial volatility
	3 Experiment
	3.1 Statistical Modelling
	Table 10 in Appendix A states the numerical characteristics of ARCH(4) model as well as Student’s t-statistics for its parameters.
	3.2 Modelling with Neural Networks


	4 Results and Discussion
	5 Summary
	Acknowledgements

	6 References
	7 APPENDIX


	1 Introduction
	2 Econometric, ARIMA and some arch-garch Models for Financial Data
	3 Soft Computing Models
	4 Building a statistical vs. soft computing prediction model for WIG20 values
	5 Empirical Comparison and Discussion
	6 Conclusion
	7 Acknowledgement
	8 References
	[1] Rong, A. & Landhelma, R.: CO2 emissions trading planning in combined heat and power production via multi-period stochastic optimization. European Journal of Operational Research, 176, pp. 1874-1895, 2007.
	[5] Řeháček, P. Risk management and FMEA. In proceedings: Strategic Management and its Support by Information Systems. Ostrava: VSB – Technical University of Ostrava, 2011, p. 154.
	[7] Zapletal, F. & Moravcová, E.: Analysis of current conditions within the ETS and its impacts on firms in the Czech Republic. In: Proceedings of the 10th International Conference on Strategic Management and its Support by Information Systems. Ostrav...
	[8] Zapletal, F. & Němec, R.: The Usage of Linear Programming to Construction of Ecologic-economical Model for Industrial Company Profit Optimization. In: Proceedings of 30th International Conference Mathematical Methods in Economics. Karviná, pp. 101...
	[9] Zapletal, F.: Mean-risk Model Optimizing the Heavy Industrial Company’s Profit with Respect to Environmental Aspects. Proceedings of 32th International Conference Mathematical Methods in Economics. Olomouc, 2014.
	[10] Zhang, B. & Xu, L.: Multi-item production planning with carbon cap and trade mechanism. International Journal of Production Economics, 144(1), pp. 118-127, 2013.
	1 Materiály a metodika
	2 Příprava vstupních informací
	3 Minimální párování
	4 Výpočetní tabulka Maple
	5 Shrnutí
	6 Poděkování
	7 Literatura

